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ABSTRACT. We study a natural hierarchy in first-order logic, namely the quantifier structure
hierarchy, which gives a systematic classification of first-order formulas based on structural
quantifier resource. We define a variant of Ehrenfeucht-Fraissé games that characterizes
quantifier classes and use it to prove that this hierarchy is strict over finite structures, using
strategy compositions. Moreover, we prove that this hierarchy is strict even over ordered
finite structures, which is interesting in the context of descriptive complexity.

1. INTRODUCTION

One of the major interests of finite model theory is to separate the expressive power of
different logics or fragments of logics. Quantifiers are an important logical resource for
measuring the logical complexity of problems. The study of fragments of first-order logic
(FO) based on quantifier structures, especially quantifier prefixes, has a long history in
model theory [2]. However, so far there are few results about the expressive power of such
fragments. Walkoe [10] proved that there exists a sentence with prefix p which is different
from any sentence with prefix ¢ if p and ¢ are different but with the same length. In the
proof, the structures are assumed to be infinite. Afterwards Keisler and Walkoe [3] improved
this result by showing its validity over finite structures. Chandra and Harel [I] proved
that ¥y C 3y over finite digraphs. Sipser [9] proved a similar result in the context of
unbounded fan-in bounded depth circuits.

In 1996, Gréadel and McColm [2] established a strict hierarchy based on quantifier classes
in the infinitary logic over finite structures and resolved a conjecture of Immerman, i.e.
EiTC C ZZ-TJFCI for each i. At the same time, they proposed a conjecture on the expressive
power of the fragments of FO based on prefixes, which generalized the previous results [10],
[3] and [1]. In 1998, Rosen [6] confirmed this conjecture and called the strict hierarchy based
on these fragments of FO the first-order prefix hierarchy. Actually, Rosen proved a stronger
result, which states that, over a single binary relation, for any prefix p there is a first-order
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sentence ¢, in prenex normal form with prefix p, such that for any sentences v in infinitary
logic, ¢, is not equivalent to 1 if p is not embeddable in the “quantifier structure” of wH
However, a stronger version of the conjecture remains open, i.e. whether it holds over finite
structures or not [0, [6]. One way to prove the conjecture is to prove a finite version of
Rosen’s main theorem.

In this paper, we continue this line of study. We define a variant of Ehrenfeucht-Fraissé
games that characterizes quantifier classes and prove the following main result:

Let S1 and Sy be two finite I'-labeled forests. Owver the class of all finite digraphs,

ZfSl ﬁe SQ, then FO{Sl} SZ FO{SQ}

The structures we use in the proof are finite trees, which makes it easy to prove a stronger
result: The above main result holds even when the structures have a linear order. Here we
introduce the ideas that are used to deal with linear order in a simpler context:

Owver the class of all ordered finite digraphs,

ZfW(Sl) g W(SQ), then FO{Sl} g FO{SQ}

2. PRELIMINARIES

2.1. General background. Let N and N* denote the set of natural numbers (non-negative
integers) and positive natural numbers respectively.

We assume that the readers have basic knowledge about finite model theory. In the
following we briefly introduce some necessary background. The readers can cf. the textbook
[4] for more of it.

A relational signature consists of a sequence of relation and constant symbols. In this
paper, a signature is relational and finite, whenever mentioned.

Let 0 = (Ry, -+, Ry, c1,- -+, ¢n) be a signature, a o-structure 2 consists of a universe
|2(| together with an interpretation of
e each k-ary relation symbol R; € o as a k-ary relation on |2l|, denoted by R?;

e each constant symbol ¢; € o as an element in |2A|.
A structure is called finite if its universe is a finite set.

A o-structure ' is a substructure of 2 if the following hold:

(1) [20] < [2A];
(2) For any k-ary relation R € o U {=}, R* = R*n ||*;
(3) For any constant ¢ € o, ¢ = ¢

Let o' C 0. The o'-reduct of 2, denoted 2A|¢’, is obtained from 2 by leaving all the

symbols in ¢ \ ¢/ uninterpreted.

Let 2 and B be wo structures of the same signature. An isomorphism between 2 and
B is a bijection h : || — |B] such that the following hold:

(1) For any k-ary relation R € o U {=} and (ay,...,a;) € |2A[¥,
(a1,...,a;) € R*iff (h(ay),...,h(a;)) € R®;

Here, the notion “quantifier structure” is from Griidel and McColm [2], which is different from ours (cf.

Definition .
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(2) For any constant c € o, h(c¥) = c®.

Say that two structures 24 and B over the same signature are isomorphic if there is an
isomorphism between them, denoted 2 = 8.

Let @ = (a1,--- ,a) € |A*, b= (by, - ,bx) € |B|*. Say that (a,b) defines a partial
isomorphism between 2 and B if a contains the elements that interpret all the constants of
2, b contains the elements that interpret all the constants of 98, and the substructure of 2
that is generated by @ is isomorphic to the substructure of 8 that is generated by b. More
precisely, the following hold:

(1) for any m-ary relation symbol R € o U {=} and any sequence (i1, - ,i,,) of numbers

from [k],

(ail, s ,aim) S RQ[ iff (bil, s 7bim) S R%.
(2) for any constant ¢ € o and any i € [k],
a; = CQl iff bi = C%.
We assume that the readers have basic knowledge about first-order logic, especially what is
the meaning of “a formula is true in a structure”. Without loss of generality, we assume
that all the formulas and sentences are in negation normal form, i.e. all negations can only
occur immediately before atoms.

Let 2 be a o-structure and v be a first-order sentence. We use 2 |= 1 to denote that
is true in 2, and we call 2 a model for 1. Let Mod (%)) be the set of models of 1. A property
Q@ over o is a set of o-structures closed under isomorphism. Say that @ is expressible, or
definable, in FO if there is a sentence ¢ in FO such that for every 2, 2 € Mod(y) iff A € Q.

A linear order is a binary relation that is transitive, antisymmetric and total. Let 7
be a signature. And let 7ORP := 7 U {<} where < is interpreted in a 79%P_structure as a
linear order of its universe.

2.2. T-labeled forests. Let n € N*. Given a graph G = (V, F), a directed path P in G is a
sequence of vertices (vg, - -+ , v, ) such that there is an arc from v; to v;41 for any i < n. The
length of P is n. A directed path is nontrivial if the length of the path is nonzero.

Trees are defined in the usual way in computer science. If there is an arrow from a node
a to a node b, then we call a a father of b and b a child of a. In a tree, each node has zero or
more children and each node has at most one father. A node which has no father is called a
root and a node which has no child is called a leaf. An inner node is any node that has child
nodes. A tree is a connected acyclic digraph that has a root and some leaves. A degenerate
tree is a directed path.

The height of a tree is the length of a longest directed path in the tree. A forest is
composed of disjoint trees. Let S be a forest. Define its height, denoted h(S), as the
maximum height of its trees. And define its rank, denoted rk(S), as h(S) + 1 when S is
not empty and 0 otherwise. Let I' = {3,V}. A forest is a I'-labeled forest if all its nodes are
labeled with “d” or “V”. We call those nodes labeled with “3” & nodes and the other nodes
&7 nodes.

A T'-labeled perfect binary tree is a I'-labeled tree where each node, except the leaves,
has exactly one & child and one « child, and all the leaves are at the same depth.

A 3,-perfect binary tree, denoted *T.7, is a I-labeled perfect binary tree, whose root is
labeled with 3 and height is (n — 1). Likewise, a V,,-perfect binary tree, denoted *7,7, is a
I-labeled perfect binary tree, whose root is labeled with V and height is (n —1).
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2.3. Prefixes. The following terminology and conventions come from Gradel-McColm [2]
and Rosen [6]. A prefiz p is a finite string in I'*. The dual of p, denoted by p, is the prefix
obtained from p by swapping 3 with V. Let P C T'*. Then P := {p € I'* | p € P}. A prefix p
is a subsequence of a prefix ¢ if p can be obtained from ¢ by possibly deleting some elements
of ¢, without changing the order of the remaining elements of q. A partial order on I'*,
called prefix embedding, can be defined as follows: p < ¢ iff p is a subsequence of q. Here we
use the curly symbol to distinguish it from the usual symbol of linear orders. Nevertheless,
whether a symbol stands for a linear order or (prefix) embedding should be easily decided
from the context. We use the same notation “=<” to denote the embedding relation between
two sets of prefixes. For Py, Po C I Py X Py Vpe P,dg € Past.p <q. Pp < Py if
P1 =Py but Po ﬁ P1. We use “x” to denote the concatenation of words. For any o € I' and
PCT*, axP:={axp|pe€ P}. Wedefine P~ :={p|3Jq € P s.t. p = q} as the downward
closure of P. Let T'. = {3,V, 3*,V*} where 3* and V* are characters. We interpret a word in
I’} as a regular expression. 7y : I} — o(I'*) maps such a regular expression to the regular
language it denotes, where ©(I'*) is the power set of I'*. We define v~ : T} — p(I'*) so that
for any v € T'%, v~ (v) = {q € T'* | there is ¢’ € v(v) and ¢ < ¢'}, the downward closure of
Y(v).
For a prefix p, |p| is the length of p. p[i] is the i-th letter of p. Let I(p) be the last letter
of p. For 0 <i < |p|, let p~% be the prefix obtained from p by removing the first i letters in
p,ie. p=p[l]x---p[i]xp~".
Finally, let € be the empty string.

Lemma 2.1. Let p,q be prefizes. The following hold:

(1) p=p.
(2) pxqa=Dp*q.
Proof.

(1) By definition.
(2) Let |p| =n, [q| =m.

By definition, pxg = p[1] * - - - * p[n]*q[1] * - - - * g[m] = (p[1]*- - -*xp[n])*(q[1]*- - -x¢[m]).
Because the concatenation operation on words satisfies the associative law, it follows

that (p[1] % --- * p[n]) * (q[1] * - -- * g[m]) = p[1] * - - - * p[n] * q[1] * - - - * g[m]. Hence, by
definition, p * ¢ = p* q. 0]

Definition 2.2. (Rosen, [6]). Let s € I and s’ denote the string consisting of i repetitions
of s. Define f:I'" — I'} as follows:

(1) If p=3", then f(p):=aq *--- * agp—1, where a; = V* for ¢ odd, and a; = 3 for i even;
(2) If p=V", then f(p):=ay *--- % agp—1, where a; = 3F* for ¢ odd, and a; =V for i even;
(3) If p= s’f %k sin (s, € {3,V), 8 # siy1,4; € NT) then f(p) := f(si) % - % f(si).
Lemma 2.3. Let p be a prefiz. Then f(p) = f(p).

Proof. Assume that p = 3111 K ook gin A(Si € {3,V},s; # sit1,1; € NT). By the definition of
the dual of a prefix, p = 351" * - -- % 5,'». Note that §; # 5,11 since s; # s;1+1. By definition,
f() = f(s1") * -~ * f(3,). Note that by definition f(5;9) = f(s;J) Hence, f(p) =

f(s’f) x - x f(sp). By Lemma (i), it means that f(p) = f(szf) K-k f(s%") = f(p).

Therefore, f(p) = f(p). 0]
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Lemma 2.4. (Rosen, [0]). For every prefix p € I'*, f(p) is the unique word in I'} such that
v () ={eel [pAa}

Lemma 2.5. For any P,P1, P2 CI'*, P~ =Py UP, if P="P1UPs.
Proof. If p € P~, then there exists ¢ € P; U P2 such that p < ¢q. In other words, either
q € P1 or g € P such that p < ¢. That is, p € P; or p € P, . Hence, pc P, UP, .

If p e P; UP,, then either p € P; or p € P, . That is, there exists ¢ € Py, or ¢ € Pa,
such that p < ¢. In other words, there exists ¢ € P such that p < q. Therefore, p € P~. []

2.4. Quantifier classes. Let ¢ be a FO formula. Recall that we assume that any formula
is in negation normal form. Let & be the disjoint union and L—I_-J S; be the disjoint union of S;.

(2
If ® is a set of formulas, then A\ ® (\/ ® resp.) is the conjunction (disjunction resp.)
of all the formulas in ®. Similarly, we use /\ 0; (\/ 0; resp.) to represent the conjunction
i i
(disjunction resp.) of all 6;.
Definition 2.6. The quantifier structure of ¢, denoted ¢s(¢p), is a I'-labeled forest, which
is defined inductively as follows:

e If ¢ is a literal, then ¢s(y) is empty;
o If p= /\Hi or \/Gi, then ¢s(p) is ti—Jqs(Gi);
. / -

e If o = 320, then ¢s(p) is composed of an & node and ¢s(f) where there is an arc from
this & node to each root of gs(f) (note that ¢gs(0) is a forest);
Similarly, If ¢ = Vz6, then gs(¢) is composed of an 7 node and ¢s(6) where there is
an arc from this &/ node to each root of ¢s(6);
In these two cases, if ¢s(f) is empty, then ¢gs(¢) contains a single node.

Note that this definition is different from Gradel and McColm’s [2], in which ¢s(¢p) is
defined as a set of strings:

e If ¢ is a literal, then ¢s(v) = {€} where € is the empty word,;
o If ¢ := AP or:=\/ P where ® is a set of formulas, then

as(®) == | J as(e);

ped
e 1) := Jz;p, then gs(¢) := I * ¢s(p); likewise, if ¥ := Vz;¢, then ¢s(¢) :=V x gs(yp).

Definition 2.7. Let Sy, S9 be two I'-labeled forests. Define S; <. S9 if there is a mapping
t, not necessarily injective, from the nodes of S; to the nodes of Sy such that v and ¢(v)
have the same label for any v, and there is a nontrivial directed path from «(x) to ¢(y) in Sy
if there is an arc from node z to node y in 5j.

Remark 2.8. Note that the relation <. is not necessary antisymmetric. That is, there are
non-isomorphic I'-labeled forests S, .59 such that S; <. So and Sy <. S7.

Definition 2.9. Suppose that we are given a I'-labeled forest S. For any path P :=
(vo,- -+ ,vp) in the forest, there is a word (sg,- - ,$,) in I'* associated with it such that the
node v; is labeled with s;. We say that this word, as well as all its subsequences, can be read
off this I'-labeled forest. Let #/(S) be the set of words that can be read off the forest S.



6 YUGUO HE

Definition 2.10. Suppose that we are given a set P C I'*. Let P = P3 U Py, where
P73 = 3% P and Py = V*Py. These sets can be empty. We can inductively define a I'-labeled
forest .7 (P) as follows:

(1) If P is empty, then % (P) is empty, i.e. this forest contains no node.

(2) Let Sy be a I'-labeled forest such that its root is an & node and there is an arc from
this root to each root of % (P;). Likewise, let Sy be a I'-labeled forest such that its root
is an &/ node and there is an arc from this root to each root of .7 (Ps).

(3) Z(P) is the disjoint union of S; and So.

Note that .#(P) is composed of at most two trees, the roots of which have different
labels.

Lemma 2.11. #(#(P)) =P, for all P C I'*.

Proof. The base case when .% (P) is empty, i.e. when rk(.%(P)) = 0, is trivial.
Assume that it holds when rk(.% (P)) < k for some k > 0.
Assume that
rk(Z#(P)) =k+1and P =P3U Py,

where
P35 =3P and Py =V x Pa.
Clearly,
rk(Z (P1)) < k and rk(F(P2)) <
According to Definition [2.10)| - is the disjoint union of .% (P3) and .# (Py). In other

words, # (F(P)) equals # (F (733)) U (F(Py)), hence equals
@+ (F(P1) U (F(P1) U (VW (F(P2))) UW (F(P2)),
and by assumption equals
(F«P)UP U(VxPy)UP, =P UP,.
By Lemma P~ =P5 UP,. Therefore, # (F(P)) =P~. O

Remark 2.12. This lemma implies that, for any p € P~ C I'*, p can be read off from some
path of 7 (P).

Lemma 2.13. For any I'-labeled forest S and P C T, S <. Z(P) if # (S) CP~.

Proof. The base case when S is empty is trivial.

Assume that it holds when rk(S) < k where k& > 0.

Let S be a I'-labeled forest such that rk(S) =k + 1 and #/(S) C P~. S is a disjoint
union of at most two forests S5 and Sy: the roots of S5 are all & nodes and the roots of
Sy are all & nodes. Then #(S) = #(5S3) U#(Sy). Note that a substructure of a forest
is also a forest. Because #(S) C P~ and Lemma .11} #/(S) C # (Z(P)). It means that
there is a forest (substructure) F5 of .#(P) such that all its roots are & nodes and that
W (S3) C #(F5). Likewise, there is a forest (substructure) Fy of .#(P) such that all its
roots are o/ nodes and that #'(Sy) C # (Fy). Note that F5 and Fy are not necessary
disjoint.

Now, if we remove all the & roots from S5, we get a forest called S;. Similarly, if we
remove all the o/ roots from Sy, we get another forest called .Ss.
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Likewise, if we remove all the & roots from F3, we get a forest called F;. Similarly, if
we remove all the o/ roots from Fy, we get another forest called Fo.

Observe that #/(S1) C # (F1) C # (F1)~ and rk(S1) < k. By assumption, S <. Fi.
Let us denote the map that embeds S; to F; as 1. Likewise, So <. F2 and the embedding
map is denoted 1o. Note that the domains of 11 and ¢y are different. Therefore, we can
merge these two maps easily, i.e. let g = ¢; U ta. Note that S; (S2 resp.) is embeddable to
F1 (F2 resp.) through . Now, we can extend the embedding map ¢g to ¢ such that: (i) the
father of any root r; of Sy is mapped to the father of ¢o(r1); (ii) the father of any root 7 of
S is mapped to the father of ¢o(r2). Therefore, S is embeddable to .#(P) through ¢, i.e.
S =< F(P). ]

Remark 2.14. Lemma and Lemma tell us that .# (P) is the “maximal” I'-labeled
forest (in the sense of embeddings) among all these forests, from which the set of words that
can be read off is a subset of P~.

Define the quantifier rank of FO formula ¢, denoted gr(y¢), to be rk(gs(¢)). Note that
this definition is equivalent to the usual definition of quantifier rank (see for instance Libkin
[]). Let FO[k] := {¢ € FO | ¢gr(¢) < k}.

Let S be a I'-labeled forest. Define the quantifier class FO{S} to be the set of queries
that are definable by the set of first-order sentences {0 € FO| gs(0)) <. S}.

A first-order formula is in prenex normal form if it is a single string of quantifiers
followed by a quantifier free formula. Its quantifier prefix, which is obtained from this string
of quantifiers by removing the variables in the string, corresponds to a I'-labeled degenerate
tree.

Given a prefix p, we define the prefix class FO(p) as the set of FO sentences in prenex
normal form such that for any ¢ € FO(p), its prefix is a subsequence of p (Gréadel and
McColm, [2]). Gradel-McColm’s conjecture says that the prefix classes form a strict hierarchy:
For any prefix p, ¢, FO(p) € FO(q) if p £ q over arbitrary structures. Rosen [6] confirmed
this conjecture over infinite structures and called it the first-order prefix hierarchy. Similarly,
we can define a hierarchy formed by quantifier classes, which can be called the first-order
quantifier structure hierarchy. These two hierarchies are independent.

3. QUANTIFIER STRUCTURE HIERARCHY: THE FIRST OBSERVATION

In this section, we define a variant of Ehrenfeucht-Fraissé games that characterizes quantifier
classes and prove that those quantifier classes form a natural and strict hierarchy:

Theorem 3.1. Let Sy and Sy be two I'-labelled forests. QOuver the class of all digraphs,
if W(Sl) g 7/(52), then FO{Sl} g FO{SQ}

3.1. Games that characterize quantifier classes. Let S be a I'-labelled forest. We
define an asymmetric variant of the Ehrenfeucht-Fraissé games as follows. Let &k € N, o
contains k constant symbols. Let 2 and B be two o-structures. Let the k-tuple u be the
interpretation of the constants in 2 and the k-tuple b be the interpretation of the constants
in B. The game Gg(2,DB) is played by two players, called the spoiler and duplicator, on
a game board consisting of S, 2 and B. At the beginning of the game, the spoiler picks
a tree 7 in the forest S and puts a token on the root of 7. Assume that the depth of T
is n — 1. Afterwards, for every i where 1 < ¢ < n, in the i-th round the spoiler chooses an
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element from the structure 2 if the current node, on which the token is put, is an & node.
Otherwise if it is an 27 node he picks an element of 3. Then the duplicator has to respond
by picking an element from the other structure. Afterwards the spoiler chooses a child of
the current node in S and moves the token to it. This completes one round.

Assume that after n’ (n’ < n) rounds a sequence ¢ = (¢, -+ , ¢,7) has been picked in 2
and a sequence d = (dy,--- ,d,’) has been picked in 8. The spoiler wins the game if (u¢, bd)
does not define a partial isomorphism between 2l and 5.

The game ends whenever the spoiler wins or the token arrives at a leaf of 7. The
duplicator wins if the spoiler fails to win in the end.

Informally, it and v can be regarded as a carry-over of past history of the game played
before the beginning, which has to be taken care of.

A strategy of the duplicator is a scheme by which she knows how to choose an element
in each round depending on the history of the play.

For any tuple (ai,---,a,) € (|2A| W [B|)", we associate it with a prefix (p[1],---,p[n])
such that a; € || iff p[i] = I for any 1 < i < n. A strategy of the duplicator in the game
Gg(2,B) is a function

h(S)+1 i
D§ g WD (2] @ B (2] |B)).

If the duplicator has a strategy guiding her choices in the game that ensures her winning
in the end no matter how the spoiler plays, we call this strategy a winning strategy of the
duplicator. If there exists such a winning strategy for the duplicator in the game Gg (2, B)
then we write 2 ~~»g 9. The winning strategy of the spoiler can be defined dually because
in our games either the spoiler or the duplicator has a winning strategy. Let a € || and
b |B|t. We use (2,a) ~5 (°B,b) to denote that the duplicator has a winning strategy, in
which a is picked in 2, and b is picked in 9B, before the game starts. Equivalently, we say
that the spoiler has a winning strategy in the game Gg((2l,a), (B, b)).

Note that the standard Ehrenfeucht-Fraissé game G, (2, B) (see [4]) is exactly the game

GS(QLEB) where S = {*7;137*77}.

Definition 3.2. Let n € N and ¢ be an n-tuple of elements from |24|. Then for a I'-labelled
forest S, the QS-S n-type of ¢ over o-structure 2 is defined as:

tpn (A,¢) = {p(c) € FO{S} | A = (o)}
The following lemma is well-known, cf. [4] for a simple explanation.

Lemma 3.3. For fized k,n € N, there are only finitely many formulas, in n free variables,
in FO[k] up to logical equivalence.

Corollary 3.4. Let n € N and S be a I'-labelled forest, and let ¢ be an n-tuple of elements
from ||, there are only finitely many formulas in tps (A, €) up to logical equivalence.

Let S be a I'-labelled forest.

Definition 3.5. Let [, a] be an expansion of 2 to o U {t} such that a interprets the tuple
of constants ¢ in [, al.

Lemma 3.6. Let S and S’ be two I'-labelled forests such that S <. S. Let 2 and B be two
structures over the same signature. If the duplicator has a winning strategy in the game
Ggs(2,%B), then she also has a winning strategy in the game Gg/(2,B).
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Proof. Note that the duplicator can mimic her winning strategy in the game Gg/ (2, B)
to play the game Gg/(2,8). And a subset of a partial isomorphism is still a partial
isomorphism. L]

Remark 3.7. Lemma (3.6 tells us that if the duplicator has a winning strategy in Gg(2, 8),
she also has a winning strategy when the players are allowed to skip playing arbitrary rounds
of the game. Lemma also tells us that if the spoiler has a winning strategy in Gg/ (2, B),
he also has a winning strategy in Gg(2(,*8). In other words, quantifiers are logical resources
that can be exploited by the spoiler to detect the difference between two structures in the
games.

It is obvious that [, a] ~g [B,b] iff (A,a) ~g (B,b), because in each round of both
the game Gs([2, al,[B,b]) and Gs((A, @), (B, b)), if there is a partial isomorphism between
two structures in the former, then this partial isomorphism is also a partial isomorphism
between two structures in the latter.

In the following, we prove a connection between the games just defined and quantifier
classes, which is a variant of the result of Grédel and McColm [2].

Recall that 2 has constants that are interpreted by u. And 25 has constants that are
interpreted by 8. We assume that 1 (b resp.) and a@ (b resp.) do not share any element.

Theorem 3.8. For arbitrary finite o-structures A, B, two tuples a € |A|*, b € |B|*, and a
I'-labelled forest S, the following are equivalent:

(i) [, a] ~s [B,0];

(i) tpf'(A,a) C tp (B,b).

Proof. (1)—(ii):

When S is an empty forest, i.e. 7k(S) = 0, tp?(A,a) ¢ tpy(B,b) means there is a
quantifier-free formula 7(Z) such that (2A,a) = n(z) but (B,b) & n(z). Hence, the mapping
from ua to vb does not define a partial isomorphism. In other words, the spoiler wins the
game and [, a] 45 [B,b].

Assume that (i)—(ii) when rk(S) < k for k£ > 0.

Assume that rk(S) =k + 1 and S consists of m trees Si,- -+, Sp,. Suppose that (i) is
false. Let (Z) € FO{S} such that (A,a) = ¢(Z) but (B,b) & ©(Z). Then ¢ is a first-order
formula that is a disjunction or conjunction of formulas FO{S;} (1 < i < m). There
must exist one disjunct or conjunct 1 such that (A, a) = (Z) while (%8,b) }~ 1 (Z), where
qs(v) =< S; for some 1 < i <m. By Lemma we may assume that the spoiler moves the
token from the root of S;. Assume that the root of S; is an & node, then @ has the form
Jyyp1 (Zy). Hence, there is ¢ € || s.t. (™A, ac) = ¥1(Zy). Then the spoiler can pick ¢, and
no matter which element, say d, the duplicator picks, ¢ (zy) distinguishes the pair [2, ac]
and [B, Ed], where the variables Zy are assigned the values ac and bd respectively, because
(B, b) £ Jyy1(Ty). By induction assumption the spoiler has a winning strategy over the game
Ggs(py) ([, acl, [B, bd]). Similarly, if S; is a tree whose root is an .7 node, the spoiler can pick
d € |B| such that for any ¢ € |2| picked by the duplicator 1 (Zy) distinguishes the pair [2L, ac|
and [B, bd] where the variables Zy are assigned the values ac and bd respectively. In other
words, the spoiler can show that there is an element d such that it makes (2B, bd) = ¥1(zy)
while (2, ac) = 11 (Zy) is always true. By induction assumption the spoiler has a winning
strategy over the game G 5.y ([, ac], [B, bd]). Therefore, [2,a] g [B,b].

(i) —(@1):
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According to the definition of the game, when rk(S) = 0, [2l,a] /5 [B,b] means that
the mapping from ua to vb is not a partial isomorphism, which implies that there exists a
quantifier-free FO formula £(Z) s.t. either ((2A,a) = £(Z) but (B,b) = £(2)), or (%, a)  £(7)
but (B,b) = £(Z)). Let =£(Z) be the negation of (7). In the former case, it implies that
tp? (A,a@) ¢ tp? (B, b); in the latter case, (A,a) = —&(T) but (B,b) = —£(Z), which also
implies that tpy (A, a) € tpy (B, b). All in all, [, a@] /s [B,b] implies tpy (A, a) € tp; (B, b)
when rk(S) = 0.

Assume that (ii)—(i) when rk(S) = k for k£ > 0.

Now assume that S is composed of trees Sy, -+ ,S,, and 7k(S) = k + 1. Assume that
(1) is false. Then over one of the trees the spoiler has a winning strategy. Hence, the spoiler
can first pick this tree to play. If this tree’s root is an & node r, we can regard this tree as
a digraph composed of r and a forest S’ such that there is an arc from r to each root of
S’. In the first round the spoiler can pick an element ¢ € || such that no matter which
element d € |B| the duplicator picks, [, ac] and [B,bd] form the new game board over
which the spoiler will win the game G/ ([, ac], [B, bd]). By Corollary there are only
finitely many formulas in tpfjrl (2, ac) up to logical equivalence. Let T'/E be a set of formulas

where each equivalent class in tpfjrl(Ql, ac) has exactly one formula in T/E. Let ¢(zy) be
the conjunction of all the formulas in 7'/E. By the induction hypothesis, for any d there
is a formula n(Zy) € FO{S'} such that (A, ac) = n(Zy) but (B, bd) = n(zy). Note that 7
is equivalent to one formula in T/E. Hence, (2, ac) = ¢(zy) but (B,bd)  ¢(Zy), for any
d. In other words, (2, a) = Jyp(zy) but (B,b) K~ Jye(zy). Note that Jyp(zy) € FO{S}.
Therefore, tpf (24, a) € tp; (B, b).

The case when the tree picked by the spoiler in the first step is a tree whose root is an
&/ node can be proved similarly. O

Corollary 3.9. Let IC be a class of finite structures and S be a I'-labelled forest. If there
is A €K and B ¢ K such that A ~~g B, then there is no first-order sentence ¢ such that
qs(p) Ze S and K = Mod(y).

3.2. Point-expansions.

Definition 3.10. Let 2 be a structure over signature o4 and K be a set {€;};c; of finite
structures indexed by a set I. Let o; be the signature of &; for each ¢ € I such that o;
contains a special constant ¢; that is called hook. Assume that no two signatures share a
constant. Let Jy : |2(| — K be a total function. Define the point-expansion of 2 by Jg over
IC, denoted S,JCQ‘ (2A), as follows:

(1) The signature of E,JCQ‘ (), denoted og¢, is composed of the union of o; and o4, except for
the hook in o; for any 1.
(2) Let M := |[H Iu(a) and [ (A)] = |M].
ac ||
(3) Let M’ be the set of elements that interpret the hooks in respective disjoint substructures.
(4) There is a bijection g : M’ — || such that for any k-tuple o = (vy,--- ,v) € |[M'[¥ and
any k-ary relation R € o4,

J
v € R W iff (g(vy), -+, g(vg)) € RY.
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In other words, M’ induces in SIJCQ‘ () an isomorphic copy of . Let
Ry :={v e |M'|*| (g(v1), -~ ,g(v)) € R"}.
(5) Let {XZR} be the set of structures in M whose signatures contain R.
R, R ¢ oa;
ﬁsfg(m) ={ 0 )
URY UR, Reoa
i

(6) For any constant ¢ € og¢,

g2y %, c€o;\oa;
c°K =19 |«
g (c?), ce€oa.

Informally speaking, EIJCQ‘ () is a structure that is obtained from 2( by substituting each
element a € || with Jy(a), identifying a with the hook in Jy(a). A point-expansion of the
structure 2 can also be regarded as the result of a process that “glues” a small substructure
Ja(a) at each element a (also at the hook of Jy(a)) of the “prototype” structure A. And
each small substructure shares only one element with the prototype structure, i.e. the “point”
where they are “glued” together.

Lemma 3.11. Suppose that we are given a forest F, two structures A, B, a finite set K of
structures and two mappings Iy and Iy that expand A and B over K respectively. Then the
duplicator has a winning strategy in the game G;(S,:jg‘ (), 5,33 (B)) if the following is true:
the duplicator has a winning strategy DQ{% in the game Gx(A,B) such that
(1) for any a € |2A| and sequence of elements 5 € (12| w B (|5] < h(F)), the duplicator
has a winning strategy
D]:
Ju(a),dn (D‘;%(ga))
in the game G;(Jm(a),J%(DQ{%(Ea))).
(2) for any b € |B| and sequence of elements 5 € (|A| W |B|)1 (15| < h(F)), the duplicator
has a winning strategy
D]:
Ja(Dg g5 (3b)), 35 (b)
in the game G;(:IQ((DQ{%(%)),J%(Z))).

Proof. One winning strategy of the duplicator in the game G]:((S',:[CQl (Ql),é'ljc% (°B)) is the
composition of her winning strategies in Gx(2,B) and G ;((’:f, (’Zf ) where Qﬁf, (’Zf e kK.
Let 245, be the isomorphic copy of  in SIJCQ‘ (), whose elements interpret the hooks of
disjoint substructures in K. And let B3, be the isomorphic copy of B in EIJC‘B (°B), whose
elements interpret the hooks of disjoint substructures in K. Assume that the spoiler has
already picked a sequence 5 of elements in the game G (23, , B, ):
(ii) When the spoiler picks an element in 3, or B, , the duplicator uses the strategy
Di a; otherwise:
(iii) For any a € |23,], if the spoiler picks an element in Jy(a), the duplicator uses the
strategy Dy (o) 1. (Dg o (0))



12 YUGUO HE

(ilif) For any b € [B3,], if the spoiler picks an element in Jy(b), the duplicator uses the

‘F
strategy Dy DY 5 (5b)), 3 (b)"

Clearly, partial isomorphisms are preserved under such compositions, which provides the
duplicator a winning strategy in the game G ]:(S,Jé" (20), Sfc% (%8)), which can be regarded as a
main game together with a series of subgames. L]

3.3. Strictness of the FO quantifier structure hierarchy.

Definition 3.12. Let Z be a structure over signature (c¢;) where ¢y is the hook constant
and Z has only one element, which is used to interpret cj.

Definition 3.13. Let m € N* and p € I'*. Let 7" = (U, R, B,r) where R, B are binary
relation symbols, U is a unary relation symbol, and r is a constant symbol. To make it vivid,
we say that an element x is black if x € U. All the elements in the structures are white
unless explicitly labeled black. Likewise, an arc (x,y) is red if (z,y) € R; an arc is blue if
(z,y) € B. Let i =77\ {U}.
We define 5% and %% to be 7T-structures as follows:

° ﬁl?n and %fn are trees, whose edges are either red or blue. The constant r is interpreted
by the root of the respective trees.
When |p| = 1, all edges in AP, and B, are red.
If p=4,

(1) AP, is a depth 1 tree that has 2m + 1 leaves. One of its leaves is black.

(2) BE, is a depth 1 tree that has 2m leaves. None of them is black.
lem = m%zh—(;rv 7—3‘,3711 = %%h—(;r
e Ifp=V,

(1) AP, is a depth 1 tree that has 2m leaves. All of them are black.

(2) BL, is a depth 1 tree that has 2m + 1 leaves. All are black except one.

7'\;2}m =AY |7 7;’Bm = BY |75

Note that 7'391m = E?m and E%m = ’7?71m.
When [p| > 1:

Let 2,7 be the same as 2%, except that the colours of all the edges are exchanged,
i.e. red is interchanged with blue. Let 335‘,;7?, a (77 U{e} \ {r})-structure, be built from a
copy of A2, and a copy of Ad where they are joined together at their roots. Call their
shared root a junction point, which interprets the hook constant e. Similarly, define @fﬁ;ﬁ
to be the join of A, and B, @f;f be the join of BY, and A% ’Dg;f be the join of B,
and B0 By “copies” we mean disjoint copies. Let K := {Z, CD?,;;;‘, 33{14,;5, @g;{;‘ .
- If p =g,
(19) AP, is a point-expansion of ’Tf’lm over K as follows: The root of ’Taﬂm is expanded

by Z. It is also called the “root” of 7'§lm that interprets r. One of its leaves is expanded

by a copy of @:;‘;;3 . m leaves are expanded by a copy of ”D;l, B Another m leaves are
B,A

expanded by a copy of Dy, .

(27) B}, is a point-expansion of E%m over K as follows: The root of E%m is expanded

by Z. It is also called the “root” of %fn that interprets r. m leaves are expanded by a
copy of @fﬁ’,{f . The other m leaves are expanded by a copy of @g ;{f .
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— If p=Vyq,
(1) The lem of 27, is the same as the above lem (27) of Bf,.
(2Y) The lem of B, is the same as the lem (1) of 25, except that Dia is replaced by
a copy of @g;ff.

Remark 3.14. 22, is the same as BE, except that the “colours” of leaves are flipped: black
is interchanged with not black.

The structures 2%, and BY, are trees with coloured edges and nodes. Note that only a
leaf could be black by this definition because the root of a tree is not black by default. See
Figure 1] for example, where p = 33 and m = 1. Here, we use a solid line to represent a red
edge and a dashed line to represent a blue edge.

Figure 1: The structures 5@'3 and %?3

We are going to define a formula ¢, for each string p € I'*.
Definition 3.15. Let ¢ € I'* and assume that |¢| = d > 0.
(1) Pe(x) = (@) = U(x);
(2) 3g(y) = Fwas1 (Rywaps A vg(@asn) A g(was1));
Uvg(y) = Voas1 (Ryzass — Pg(Tas1) V ¥—g(2441));
(3) ¥-39(y) = Frar1(Byzars A g(wa1) AY—g(@asn));
Vovg(y) = Y2as1 (Byzars = Vg(Tas1) V U g(zar1));
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Now we define a sentence over the signature 7+:
Pp = Pp(r); (3.1)
Pp = Pp(r). (3:2)

From now on, we assume that m € N7 is an arbitrary natural number except where defined
explicitly in context (see Theorem for example).

Lemma 3.16. 2, |= op iff AP = Pp.

Proof. Even though A, is defined as a structure which is obtained from AL, by exchanging
all the colours of the edges, we will prove that AL, can be turned into A7 if we only exchange
the colours of the edges that connect to root (from red to blue and from blue to red) in A,
and vice versa:

(1) The base cases when |p| = 1 are trivial,

(2) Assume that it holds when |p| = k;

(3) Assume that p = 3¢ where |¢| = k. According to the definition, the structure obtained
from ’Dé;ﬁ by exchanging the edge colours is @g;ﬁ? . Likewise, the structure obtained
from C‘Dg ;{3 by exchanging the edge colours is ’DQ B For the reason of symmetry, the
structure obtained from @fﬁ;ﬁl by exchanging the edge colours is the same as @é;‘é .
Therefore, the conclusion holds according to the definition of A

(4) Similarly, we can prove it holds when p = Vq where |g| = k. Therefore, it holds when
Ip| =k + 1.

Also note that ¢, is the same as ¢_, except that ¢, claims that the edges that connect

to root are red and ¢_, claims that the edges that connect to root are blue. Therefore,

A, b= Gy iff Al b= G O
Lemma 3.17. 2, |= ©p and B, £ Dp-

Proof. 1t is obvious when p = 3 or V. Assume that it holds when [p| = k.

pr dgq, AL, is composed of a node a,, a copy of Dg ,é, m copies of g, n? and m copies
of qu, ©p = k1 (Rrager A ¢q(xk+1) At ¢(k+1)). Let a, interpret r in A, and the
junction point b, of Qq,/,? witness 3x41 in ¢,. Note that b, divides @Zﬁ’rf} into two parts: one
is an isomorphic copy of A%, and the other is an isomorphic copy of A, For convenience,
we still use A%, and A? to denote these copies. Therefore, when r is interpreted as b,
A, = Py (r) and A? = ¢y (r) (according to the induction hypothesis and Lemma .

Moreover, all the quantifiers in Jq are relativized by relations either Ryx or Byz, where
x is the quantified variable. And Jq expresses some property that has nothing to do with the
elements outside the tree substructure 2%,. More precisely, in Definition the variable “y”
does not occur free in the formulas Jq(xdﬂ) and J,q(ajdﬂ). As a consequence, A4, = @Dq( )
implies Ab, |= 1 (by).

By the same argument, A d = J_q(r) implies 22, = Qz_q (by). Therefore, AP, = @p.

Let ¢, be a child of r® in BE,. By assumption, B, b 0y (r) (B! K 1_o(r) resp.)
where ¢, interprets r in B7, (B, resp.). As explained before, this means B, = ,(c;)
(B W= Y_q(cy) Tesp.). So, ¢, cannot be a witness of 3zy41. Therefore, B,  @,.
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Similarly, we can prove that it also holds when p = Vq. Hence, it holds when [p| = k+ 1.
L]

Let S and S’ be two finite I'-labelled forests. We collect some simple facts below.
Lemma 3.18. 22, ~g BE, iff AP g BE.

Proof. According to the definitions, 2,7 ( By? resp.) is similar to A, (BY, resp.) except
that the colours of their edges are exchanged. Therefore, the duplicator can mimic her
winning strategy in one game when she plays in the other. []

Definition 3.19. Let A, B, a structure over signature o, be the join of two disjoint
o-substructures 2l and B at its element a. That is,

(1) [A N |B[ = {a};

(2) [AB,B| = [AU|B].

(3) For any R € 0, R*®.% .= R* U R®.

Lemma 3.20. Let S be aI'-labelled forest. AP, B ~+g AP, B’ if there is an automorphism
h of A s.t. b= h(a) and B ~>g B’.

Proof. Assume that both B and B’ are o-structures. Let o := 0 U{cp} where cp is called
a hook. Let B (B’ resp.) be an expansion of B (B’ resp.) to oT. Let K = {Z, B} and EL(A)
be a point-expansion of 2 over K defined by J such that the element a of 2 is expanded by
9B and all the other elements are expanded by Z. Similarly, let X' = {Z, B’} and S,JC/, (2A) be
a point-expansion of 2 over K’ defined by 1’ such that the element b of 2 is expanded by
B’ and all the other elements are expanded by Z. If there is an automorphism h of 2 s.t.
b = h(a), then by Lemma the following holds:

ER(A) ~sg EF(A) if B g B

Observe that EE(2A) is exactly AP, B and EF, (A) is exactly A @, B'. Hence, the lemma
holds. [

Figure 2: (@é;’é, a) and (@ﬁ;f, b) where a includes "% and b includes "%
1P 29(P ; : : o : AA A,B
We use "2, and “2l, to denote two isomorphic copies of i, in ®p5, and Dy
respectively (see Figure [2, Note that in the picture we use “'A,” to denote 12,.). The
superscripts “1” and “2” are used to distinguish these two copies. Let a € llﬂ%]k and

b€ [222,|F. The following lemma is a special case of Lemma
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Lemma 3.21. Assume that (*%5,,a) = (22%,,b). Then,
(D4,a) s (DB D) i AP g B, P

p,mM p,m
Clearly, for two I'-labelled forests Sy and So, #/(S1) C #/(Ss) if S1 < S2. Let fh :={q €
Y~ ()] lal <m}.
Lemma 3.22. Let p € I'* and m € NT, then the following holds:

(1) The duplicator has a winning strategy in G z (s, )(QLm, B
(2) For any v such that # (qs(¢)) C fh, we have that

A, = = B, .
Proof. By Lemma qs(¢) = F(fh). Hence by Theorem and Lemma [3.6] (2) is
implied by (1) and we need only prove (1).

Note that ¢, is obtained from —¢; by adding a “—” before all the occurrences of the
unary predicate U. And ¢, is equivalent to a sentence in FO{f(p)} iff ~¢p is equivalent
to a sentence in FO{f( )} iff @p is equivalent to a sentence in FO{f(p)} (the second “iff”

is due to Lemma [2.3)). That is, the duplicator has a winning strategy in G Z(fP, )(le, iBm)

iff she has a winning strategy in G F(fD, )(le, ‘Bm). Therefore, we need only consider the
case when p[1] = 3 since the lemma holds when p[1] = 3 iff it holds when p[l] = V. Soon we
shall see that the case when p[2] =V is different from the case when p[2] = 3, provided that
p[1] = 3. Therefore, we discuss them separately.

Let |p| =d. When d =11i.e. p=13, f(p) =V*. In the game, the spoiler can only pick
at most m distinct elements in %f’n And 5[% has 2m distinct elements that are not black.
Hence, the duplicator is able to mimic the spoiler’s picking as follows. She picks the root of
27, if the spoiler picks the root of B7,; she picks a leaf that is not black in 27, if the spoiler
picks a leaf of Bf,. That is, the duplicator has a winning strategy in this game. Similarly,
when p =V, the duplicator also win the game.

Assume that it holds when d < k for some k > 1. That is, the duplicator has a winning
strategy in the game Gy,(fgn)(glfn, Bh,) for any |p| < k and any m € N*.

Assume that p = 3Vq where |g| = k — 1. Then f(p) = V* * f(Vq). This case is relatively
easy to explain.

The strategy of the duplicator in the game G ( )(7;2l T3

Y m) is very simple:

(I) If the spoiler picks the junction point of ’D o, that is a leaf of Tm the duplicator
replies with a junction point of one copy of ’D B , called ® 4, that is a leaf of T%

(IT) If the spoiler picks a junction point of @V m OT @BqA that is a leaf of one tree and
that is not © 4, the duplicator replies Wlth a junction point of an isomorphic copy
that is a leaf of the other tree.

(ITI) If the spoiler picks an element, say a, which has been picked before, the duplicator
picks b, which was picked in the same round when a was picked.

We can regard the words that can be read off .7 (fh,) as the “resource” that the spoiler can
use to detect the difference between the structures. Note that the first universal quantifier
block in the words that can possibly be read off .Z(fF,) is useless for the spoiler: no matter
how he picks in %fn, the duplicator always picks an isomorphic substructure and mimics the
spoiler’s picks in the isomorphic substructure. By Lemma if the spoiler can win in the
end, he can also win if the players do not pick in these isomorphic substructures.
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Let Q:={s € f/7|0<j <m}. Clearly, Q =< fu.

Observe that the strategy described before is a winning strategy for the duplicator in
the game G 7 frleq)(ﬁ%lm, 7'3‘3m) By induction hypothesis, she also has a winning strategy in
the game Gf(f,i")@l\z’g’ SB\Z,f). Hence, by Lemma |3.21 and Lemma, [3.18 @éﬁn ~ v @éﬁn.
Moreover, the winning strategies of the duplicator in the games Gﬁ( qu)(Tézlm, E%m) and
Gy(qu)(QA’A B ) can be combined together: if the spoiler picks a leaf of 7”3%m (73
resp.) that is the junction point of 94

Yq,m’ ~'Vq,m ,m
T (T35

or DBA (not D 4), the duplicator picks a leaf of
m > resp.) that is the junction point of an 1som0rphic structure; if the spoiler picks

Vq m VYq,m
a leaf of Tgl that is the junction point of @ , the duplicator picks a leaf of T‘B that

is the Junctlon point of © 4. Therefore, she has a comblned winning strategy in the game
G, #( qu)(le, Bl m), by Lemma [3.11] By Lemma she also has a winning strategy in the

game G/(Q)(le,‘Bp ). Note that fh, ={seI™ | s =VY'xs wherei <m and s’ € Q}. In
other words, if we remove the path initiating from a root in .% (f5,) where the word that can
be read off the path is V", we can turn .Z(fh,) into #(Q). Recall that the first universal
quantifier block in the words that can be read off .7 (f5,) is useless for the spoiler. Therefore,

the duplicator has a winning strategy in the game G (s )(glfn, %Iﬁn)
Assume that p = 33¢ where |q| = k — 1 (see Figure |3). Then f(p) = V*I x f(Iq). As we
have explained before, the first universal quantifier block in the words that can possibly be
read off Z(fh,) is useless for the spoiler.
The strategy of the duplicator in the game G (Tflm,E%m

strategy in the game G (7’2l T% )

F(fm) ) is the same as her

For the first existential quantlﬁer that can possibly be read off Z(fh,), there are several
choices for the spoiler:
e Picking the root (or picking a junction point resp.).

The game is reduced to a composition of the main game Gﬁ( faq)(TE?lm,

722 ) and the
subgames in which the duplicator has a winning strategy, that is, in the subgames

AA ~AB AA 9P AB 2P,

G 2529 D3gmr D3gm) OF G520y (D355, 7 7"), (D340 7)),

or subgames between isomorphic structures, according to Lemma [3.1§ and Lemma
And by Lemma [3.17] the duplicator has a Winning strategy.

e Picking inside the structure, either CDA A m OF Qﬂqm or CD%A
A,B

except their junction points.
When the spoiler picks inside CD m OT ’DBqA the duplicator can mimic it in an isomorphic
copy. Hence, only one new case need be taken care of: the spoiler picks the element inside

Qﬁqén In this case, the duplicator has a strategy as follows:

(i) If the spoiler picks the element 1n51de Ql i, the duplicator mimics his picking in the

isomorphic copy that is a part of @H am’

(i) If the spoiler picks the element inside Ql = , the duplicator mimics his picking in
the isomorphic copy that is a part of 333 o
According to Lemma [3.20] picking in these isomorphic substructures doesn’t influence
the outcome. In either case, the game is reduced to a composition of the main game
53¢ &3 5—39 H—3
G@(fiQ)(TaQ,lmvTa% ) and the subgame Gﬁ(fiq)(ﬂnf,%nf) or G iq)(le 1 98,7?) or a

im 7(f
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Figure 3: The structures 51?,13 7 and %Hmaq.

subgame between two isomorphic structures. By the assumption we know that the
duplicator has a winning strategy in Gg( faq)(QlEfZ , B ). Furthermore, by Lemma (3.18

P

the duplicator has a winning strategy in G #( faq)(ﬁly_naq, B,,°7). Finally, by Lemma [3.21]
Lemma [3.6/ and Lemma the duplicator has a winning strategy in G (s, )(51%, Bh).

When p[1] = 3, we have proved that 25, ~ ” BP,. Therefore, this theorem follows when
p[1] = 3. As a consequence it also holds when p[1] =V by previous analysis. ]

Theorem 3.23. Let S1 and S2 be two finite I'-labelled forests. Over the class of all finite
7T -structures,

if 7/(51) g_ W(SQ), then FO{Sl} g FO{SQ}

Proof. Let p € #(S1) \ #'(S2). According to Lemma v~ (f(p)) is the set of all prefixes
that p is not a subsequence of. Hence, #'(S2) C v~ (f(p)). Clearly, ¢, € FO{S;}. By Lemma
for any positive natural number n, 2% = &p but B £ @p- Assume for the purpose of
a contradiction that there is a formula 1 such that ¢s(v) =<¢ S2, ¢r(¢)) = m and ¢ defines

the same property as @,. Clearly, # (¢s(v)) = fh. By Lemma A, = = B, = 0.



QUANTIFIER STRUCTURE HIERARCHY 19

Together with Lemma and Corollary the property defined by @, is not definable
by any first-order sentence whose quantifier structure is F s.t. #(F) C fh,, which is in
contradiction with the assumption that 1 defines the same property as ¢, does. L]

If we want to prove something similar to Theorem but over a restricted signature
(r, E), then we need to adapt the constructions and formulas a bit. Note that we can use
forward arrows and backward arrows to replace the red edges and blue edges. And we can
use bi-directional edges to indicate where the black leaves are. More precisely, the new
structure A2, (%%/ resp.) is obtained from évlﬁ@(%fn resp.) by the following process:
(1) Use an arc from b to ¢ to represent that the edge between the vertices b and c is red;
(2) Use an arc from ¢ to b to represent that the edge between b and c is blue;
(3) Add an edge from every black leaf to the junction point in the same connected component
and from the junction point to every black leaf in the same connected component;
(4) When |p| = 2, add a self loop to every leaf which is an endpoint of a red edge.
Correspondingly, the new formula, called <p;, is obtained from ¢, by the following
process:
(1*) Rzxy is replaced by Ezy;
(2*%) Buzy is replaced by Eyx;
(3*%) When |p| # 2, Uy is replaced by Exi1y A Eyzy;
(4%) When |p| = 2, Uz, in ¥3(y) and y(y) is replaced by Exz1y A Eyazy A Exyz1; Uzy in
i_g(y) and J_V(y) is replaced by Ex1y A Eyr1 A ~Exix].
More precisely, we inductively define gpg) as follows. Let ¢ € T* and assume |¢| =d > 0.
(1) wé(x7y) - wl—e<m7 y) = Exy A Eyz;
(2) ¥5,(z,y) = g1 (Eyzar1 A Tar1 # © AYg(y, war1) AV (Y, Tav1));
Voo (2, 9) = V211 (Byzatn A a1 # T = Yoy, Tav1) VYL (Y, Tat1));
(3) ¥ 5,(2,y) = Frar1(Exas1y A Tay1 # & Aoy, Tar1) AL (Y, ar1))
Vv (#,Y) = Vra11(Bxap1y A vapr # & — Yoy, Tav1) Vg (Ys Tat1)
(4) Now we define a sentence ;, over the signature 7:
e When [p[ # 2,
2l 1= ().
(note that ¢’ =" (r,7)).
e When |p| = 2,
hq:=3xe(Exowa A 1 (Exezi AEx129 AET121) A 321 (E2129 A Exom1 A ~Ex121))
(p/HVZZH:CQ(ExQI'Q /\Va:l(Exga:l — Exlxg/\Exla:l)
A V.%'l(Em'lib'Q — Exgafl/\—\E.%'lxl))
©lg:=Vro(Exory — x1 (Exgxi AExizo AEx121)V 32 (Ex1 2o AExx1 AmEx121))
Ol = Vro(Exows — Vo (Eroxy — Exixa A Exi2)
V Vxl(E:rle — Exg.’):l/\—'Eaclxl)).
Let 7 := (F) where E is a binary relation symbol. Could we prove something similar to
Theorem [3.23] but over 77 To achieve it, in addition to the adaption we have introduced
above, we need to find a way to get rid of the root, which is obvious. The T-structure A}, is

)

obtained from 22," by the following process: removing P’ and for any junction point v,

using a self loop at node v to replace the edge from rn’ to v.

BP, is obtained from B%,’ in exactly the same way.
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Correspondingly, ¢, is obtained from go; by substituting Rrax with EFzx and removing
the atoms x # r.

Remark 3.24. It is a special case when |p| = 2 because using bi-directional edges as a
scheme of colouring does not work in this case. See Figures [ for example, when p = 33 and
m = 1.

b7

Figure 4: The structures 52[?3 and %?3.

)

Call the above reductions between structures and formulas “reductions from 7+ to 7”.
In a similar way to Lemma [3.17] we can prove the following lemma:

Lemma 3.25. A}, |= ¢, and Bh, £~ ¢p.

Lemma 3.26. For any first-order sentence  over T, there is a first-order sentence & over
7+, with the same quantifier structure, such that the following hold:

(1) A ¢ iff A= &
(2) B = ¢ iff B =<
Proof. Let & be obtained from ¢ by
(a) relativising all quantifiers in ¢ by x # 7;
(b) replacing all occurrences of Exy by
RxyV Byx V (Rre ANz =y)V (Rre AU(y)) V (Rry AU (x)).

Note that the quantifier structure of ¢ is the same as that of ¢.

Because 25, is obtained from 2%, by:

e deleting the root (corresponding to relativising quantifiers);
e substituting red edges with forward arcs (corresponding to the disjunct Rzy in the replacing
of Exy);
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e substituting blue edges with backward arcs (corresponding to the disjunct Bzy in the
replacing of Exy);

e adding self-loops at the junction points that are connected to the root(corresponding to
the disjunct Rrz A x = y in the replacing of Exy);

e adding bi-directional edges between the black leaves and junction points that are in the
same connected component (corresponding to the disjuncts (Rrz AU (y)) and (Rry AU(x))
in the replacing of Fxy),

it gives a reduction from the property defined by { to the property defined by (. In other
words, 25, = ¢ iff AP, E £ For the same reason, (2) also holds. O

Now, we prove the main result in this section, i.e. the theorem

Proof. Let p € #(S1) \ #(S2). Clearly, the property definable by ¢, is in FO{S1}. We
try to prove that this property is not in FO{S2}. Assume on the contrary that there is a
formula ) such that gs(v) <. S2 and 1 defines the same property as ¢, does. And let gr(z))
be m. According to Lemma 2A5, = v and Bh, |~ . According to Lemma there
is &, with the same quantifier structure as 1, such that 25, = & and BE, £ £. Note that
W (qs(€)) Ty~ (f(p)) since ¢s(€) = S2 and #(S2) C v~ (f(p)). But this is in contradiction
to Lemma [3.22 []

Theorem tells us that the distinctive collections of quantifier classes form a strict
hierarchy, which we call quantifier structure hierarchy.

4. STRICTNESS OF QUANTIFIER HIERARCHY OVER ORDERED FINITE STRUCTURES

Up to now, using logics to characterize complexity classes inside NP requires the structures
to be ordered, i.e. there is a linear order over the universe of the structures. Therefore, it is
interesting to extend the main result in the last section to ordered structures: the first-order
quantifier structure hierarchy is strict over ordered finite structures. However, separating
the expressive power of logics over ordered structures is often difficult, because the spoiler
may detect the difference between the structures using a given linear order. But we will see
in this section that the structures will be constructed in such a way that the power of linear
order that the spoiler can use is quite limited: it is equivalent to the power that the spoiler
can use in a game over a pair of linear orders, and a well-known result tells us that the
duplicator has a winning strategy over a game between two linear orders that are sufficiently
long. In this section we sketch the main ideas that conquer the order problem and omit
most details that resemble those in the formal proof of Theorem

4.1. The constructions and separating property.
Definition 4.1. Recall that 77ORP is (R, B, U, r, <) where < is interpreted as a linear order
over the universe. Let 7/ := 7rORD\ (U},

Let the structure jfn be a 7TORD_gtructure defined as follows:

° j%]T* and 3%‘T+ are trees, whose roots interpret r, and whose edges are coloured either
red or blue.
o If p=14,
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(1) AP,|7F is a depth 1 tree that has 2™*2 + 1 leaves. To construct jlﬁn from H%]Tﬂ
give these leaves some order such that the (27*! 4 1)-th leaf is black. All the other
leaves are not black.

(2) B7,|7" is a depth 1 tree that has 2™%! leaves. None of them is black. Give these
leaves an arbitrary order to construct g% from g%h*.

Let ?%‘m = Hih’é, ?H%m = %%7}2
o Ifp=V,

(1) AP,|7F is a depth 1 tree that has 2™*! leaves. All of them are black.

(2) B7,|7" is a depth 1 tree that has (2712 + 1) leaves. All are black except one. Give
these leaves some order such that the (2™*! 4 1)-th leaf is not black.

In the above definition, we let a node be earlier in the linear order < than its children.

Moreover, we define all the colours of the edges to be red when [p| = 1.

e When [p| > 1:
Let 2,7 be the same as ﬁ?n except that the colours of all the edges are exchanged,

i.e. red is changed to blue and vice versa. Let 52;5, a (TTORD U {¢} \ {r})-structure,

be built from a copy of qun and a copy of gfnq where they are joined together at their

roots. Their shared root is called junction point, which is used to interpretes the constant

— - —
¢. Similarly define Qé;ﬁ as the join of A%, and A, define @g A as the join of g?n

and jfnq, and define 55 B as the join of §$n and g;ﬂ. In Bfﬁ;ﬁ , we let the elements in
%, be later in the linear order than the elements in g;ﬁ. Similarly, in Bé;ﬁl , we let the
elements in ﬁ?n be later in the order than the elements in ﬁ;ﬂ; in 35 A , the elements in
4, are later in the order than the elements in 3;{1; in 557’5 , the elements in g?n are
later in the order than the elements in %T}q.

—
In the following, we assume that any node in @é{}ﬁyl is later in the order than all nodes

— —
in @é{ 292 if the junction point of ’)Déf 1Y% i5 later in the order than the junction point of
g Xa

gm -
— If p=14dq,

. . . NAA JAB XBA .
(17) A%, is a point-expansion of ?%‘m over {Z, g, Dagm,Dgm - Its root is ex-

panded by Z. Recall that Z is a structure over the signature (cy), whose universe
has exactly one element, and this element is used to interpret the constant c;.

When i < 27F1 the i-th leaf is expanded by a copy of 5{:’75 if 7 is odd, by a copy
of Bf}{? if ¢ is even; the i-th leaf is expanded by a copy of Bg‘,;ﬁ‘ if § =2m+l 41,
when ¢ > 2™+ 4 1, the i-th leaf is expanded by a copy of 5);4,;5 if i — (2™ 4+ 1)
is odd, by a copy of Bgﬁ if i — (2™ 4+ 1) is even.

(23) gfn is a point-expansion of ??m over {Z, Bfﬁ’f, 35;;?}. Its root is expanded by
Z. The i-th leaf is expanded by a copy of 5)?7;5 if 7 is odd, by a copy of 35},‘3 if 4
is even.

- Ifp=Vvq,
11Y) The lem of ﬁfn is the same as the above lem (27) of %3{1
21Y) The lem of g% is the same as the lem (17) of H?ﬁ except that Bfﬁ;ﬁ} is replaced

%
by a copy of ’Df}f.
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Note that every structure under consideration is just an ordered coloured tree and there is a
path from its root to any node. We can read off the string of colours of edges along this
path without a skip. Define lab(z) to be a string in {red, blue}* associated with the path.
lab(r) := €, where € is the empty string. We let “red” be later in the order than “blue” in
the lexicographic order. Let x,y be two nodes. We use 2! (y resp.) to denote the father of
x (y resp.) in this section.

In the above, we have defined the structures that will be used in the games. And the
sentence that we use to define the separating property is the same as Definition That
is, we actually use the same separating property to achieve the goal.

In the last section, we use point-expansions to realize strategy compositions. In some
special cases, such compositions can be simplified: some of the substructures collapse to
“points”, i.e. the details of the substructures are omitted, and we use “colours” to distinguish
different substructures, which are now regarded temporarily as elements. We call such
a method a kind of “structural abstraction”, which is used to omit unrelated details of
structures and simplify game arguments, and the games played on the simplified structures
are images of the original games.

4.2. The duplicator’s winning strategy. Note that, even in the unordered case, when the
spoiler picks z, the duplicator’s strategy in the games is always picking y s.t. lab(x) = lab(y)
and picking a child of an element which is picked in some previous round, say the i-th round,
when the spoiler picks a child of the other element which is picked in the i-th round. This
lays the crucial basis for the previous inductive proof of Theorem to extend to classes of
linearly ordered finite structures, because now we can use something similar to the following
well-known result [4]:
Let k£ > 1, and let Ly, Ly be linear orders of length no less than 2%, then

Ll =L LQ. (*)

Here, L1 = Lo means that, for any ¢ € FO with gr(p) <k, L1 = ¢ iff Ly = .

Let ¢, be given by the definition The proof of lemma also shows that
H& = ¢p and B, £ @, since “<” does not appear in @p.

To prove a version of Theorem [3.23| over ordered structures, the main idea is almost the
same. Here, we just need to take care of the linear order. As we have explained before, the
players will always pick a pair of elements that have the same label, and if the spoiler picks
more than one child of a node in one structure, so does the duplicator in the other structure.
Hence we can use structural abstraction to conceal the details of the substructures like
©q m, and regard the problem to be a game over two linear orders with three “colours”,

— —
which represent three “colours” @éf , @an,;l , d ”qu respectively. See Flgure I for
example. Here, Qq mm is identified with light red; Qq m is identified with light blue; ©q m s
identified with green.

As explained before, we may safely assume that p[1] = 3.

Assume that p = dq. We can pair the children of ragl as:

(DA @BA) e (BAA ), (BAB BBAY (4.1)

am> g,m> am> ~ qm
We can regard two (77ORP U {e} \ {r})-structures 111 the brackets as a whole. More

%
precisely, an s-2-tuple is a pair of structures from {® g nlf,@fff,@s m ,@S \B (s < p), which
is regarded as a single “super-element”. From now on, we omit “s” in “s-2-tuple” when it
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Figure 5: The structures where subgraphs are identified with “colours”.

will not cause confusion from the context. In 1' “x” in the 2-tuple (@é;{? , X) represents
an empty, or imaginary, structure, which is just used to make up a 2-tuple. See Figure [6]
But, since we are regarding a 2-tuple as one single object now, we use one dashed line to

represent two arrows. Note that, by definition, the elements of Bé;ff are earlier than those
of 55;{3 , in a 2-tuple (BSA#? , Bf,’f ). These 2-tuples have a natural linear order <y inherited
from §ag1: for any two 2-tuples (X1, Y1) and (X, M), (X1, V1) <o (Xa, Vs) iff 1t Sﬁ@n P2
where Y1 and 7*? are the junction points of J; and X, respectively. Similarly, we can pair
the children of rgfn. Note that there are (2! + 1) 2-tuples in ﬁ%, which form a linear
order L4, and 2™ 2-tuples in %fn, which form another linear order Lp. See Figure [T} a

yvellow node represents a 2-tuple, which corresponds to a pair of light red and light blue
structures in Figure [5) the green node represents the 2-tuple that is green in Figure

Let S be a I'-labelled forest and rk(S) = m. In the game Gg( 2%, B7,), when the spoiler
picks an element x, which is not the root of the structure, in some round, x determines a
g-2-tuple, where p = dg, s.t. x is in the universe of this ¢g-2-tuple. And we may also say that

this 2-tuple is picked in this round. Hence, Gg(24%,, B%,) induces a new game in which the
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Figure 6: The structures and 2-tuples.

players pick 2-tuples instead of elements in the universe. Moreover, these 2-tuples form a
pair of linear orders L4 and Lp, as shown in Figure[7] Call this new game “coloured linear
order game” Gg(La,Lp).

From now on, we use a natural number to denote a 2-tuple, in order to omit the details
of 2-tuples that are not related to our concern but at the same time retain the order relation
between 2-tuples. Therefore, we can subtract one 2-tuple from another 2-tuple in this context.
Note that in this viewpoint linear orders can also be regarded as intervals. Moreover, every
set of elements that have the same labels form an interval.

The duplicator’s strategy in Gg(La, L) is as follows. Assume that B;, B; are already
picked. Let A; (A; resp.) be the element picked in L4 in the same round as B; (B; resp.)
was picked. Recall that these 2-tuples can be compared by the induced order.

e If in the current round the spoiler picks a 2-tuple B in the interval [B;, B;] and B — B; <
Bj — B then the duplicator picks A s.t. A — A; = B — B;; otherwise she picks A s.t.
A;j — A=B; —B.

e Ifin the current round the spoiler picks a 2-tuple A in the interval [A;, A;], the duplicator’s
strategy is as follows:
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Figure 7: L4 and Lp.

(1) if A— A; < 3(Bj — B;) then the duplicator picks B in [B;, B;] s.t. B—B; = A — A;;
otherwise
(2)iftA;—AL<
otherwise -

(3) the duplicator picks the middle element in [B;, B;]: if the special 2-tuple (@5‘;;,3 , X)
(the green node in Figure [7)) is in the region [A, A;] then B — B; = |3(B; — B;)],
otherwise B; — B = | $(B; — B;)].

Assume that in the first k£ rounds the spoiler is restricted to pick in g%

Because a 2-tuple may contain smaller 2-tuples when looking inside it, this strategy can
be applied recursively until the duplicator finds an element to pick in the game Gg(2(5,, 51,):
she always picks an element that has the same label as the element picked by the spoiler in
the same round. Using this strategy together with the strategy tha_t> is used in the game
between two unordered structures, the duplicator can ensure that (’Dfﬁ;’,? , x) will never be

picked in the first k£ rounds, in which the spoiler picks 2-tuples in Lg, and order itself will

(Bj — B;) then the duplicator picks B in [B;, B;] s.t. B; — B = A;j — A;

N[ =

not cause a problem throughout the game Gg(24%,, B%,). More precisely, the following two
lemmas are true: (Recall that S is a I'-labelled forest, and m = rk(S))

Lemma 4.2. Assume that k € [0,m], and in the first k rounds of the game Gs(La, Lp),
the spoiler picks 2-tuples in Lp.
(i) At the end of the i-th round of Gs(La, L), for each i <k, there is only one interval
in L A that is not isomorphic to the corresponding interval in Lp, both of which are
no shorter than 2™, and (Bé;ﬁ, x) always lies in this interval of L 4.
(ii) In the game Gs(La,LR), for anyi,j <k,

.Ai <9 .Aj iff BZ <5 Bj.
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Proof. Before the game Gg(La, Lp), there is only one interval in L4 and Lp. Namely Ly4
and Lp themselves. Let Ay, A; be the fist and the last 2-tuples of L4 respectively. And By
and B; be the first and the last 2-tuples of Lp respectively.

(1) In the first round, there are two possibilities:
(a) The players pick the first 2-tuple or the last 2-tuple in the respective intervals and
the intervals remain unchanged;
(b) The picked 2-tuples split L4 and Lp into two intervals. In this case, according to
the duplicator’s strategy, one interval in L4 and Lg has the same length, which is
no larger than 2™~!, and the other interval in L, includes (@fﬁ;}? , X) because the

length between the first 2-tuple (the last 2-tuple resp.) and (3:14, A , X) is the length

of Lp plus one which means that this length is larger than any interval in Lg. It

also means that the interval which includes (C‘Dfﬁ;’é , X) is longer than the other one

in L,. Hence, it is larger than 2™~!, like the corresponding interval in Lp.

Therefore, (i) holds when the game is at the end of the first round. Assume that (i)
holds when the game is at the end of the s-th round, where 1 < s < k.
When the game is in the (s + 1)-th round, there are only two cases:

(a) The spoiler picks a 2-tuple that is in the interval, say I, in Lp. Let the corresponding

interval in L4 be I, which includes the 2-tuple (C‘Dfﬁ;ﬁ‘ , X). By assumption, both of

them are longer than 2™~°. In this round, the unique pair of intervals I, and I are

_>
split into two pairs: one is isomorphic; the other one is not and includes (C‘Dfﬁ;{;‘ , X)

because (Bé;ﬁ , X ) splits I, into two pieces and both of them are longer than I,
Note that the pair of isomorphic intervals are no longer than 2" ~*~!. Hence, the
other pair of intervals are no shorter than 2~*~1, by the duplicator’s strategy.

(b) The spoiler picks a 2-tuple in other intervals. Note that all the other pairs of
intervals have the same length. According to the duplicator’s strategy, splitting
such a pair of intervals only produces pairs of intervals of the same length. And
the pair of intervals which are not isomorphic is unchanged. By the inductive
assumption, (i) still holds.

(2) We prove an equivalent conclusion, i.e. (ii) holds if we add two rounds before the game
in which Ay, Aj, By and B; are picked. Clearly, Ay <o A; iff By <5 B;. In other words,
it holds when these two elements are picked.

Suppose (ii) holds when the game is at the end of the s-th round, where s > 0.

Now assume that the game is in the (s 4 1)-th round of the game. If the spoiler
picks a 2-tuple that was picked before, then it still holds. If the spoiler picks a 2-tuple
B that splits some interval in Lp, say [By, B;], the duplicator also picks a 2-tuple A
that splits the corresponding interval [Ay, A¢] by her strategy. If [By, B;] and [Ap, Ay
are isomorphic, then obviously (ii) holds. If it is not the case, due to (i), we know
that [Ay, A is sufficiently long such that it allows such splitting. Then for any 2-tuple
B, that is picked before, B, <o By if B, <o B, which, by assumption, implies that
Ap <9 Aj. Hence, A, <5 A. Likewise, A, >3 A if B, >3 B. Therefore, for any 1, j,
A; <o Aj if B; <o B;. The “only if” part can be proven similarly. ]

Part (i) of Lemma tells us that the spoiler cannot use the linear order to force the
duplicator to violate her winning strategy in Gg(2h,,B%,), no matter how he picks in Lg.
That is, if the spoiler picks a yellow node in Lp (see Figure , the duplicator can also pick a
yellow node. A similar thing can be proved when p[1] = V. Because the collection of 2-tuples
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whose roots are children (with the same label) of an element (node) in Effn form an interval,
we can generalize (ii) of Lemma such that it applies to any pair of intervals that are split
in the same round. Recall that a 2-tuple is composed of two trees. A 2-tuple is at depth 7 if
the roots of trees of this 2-tuple are at depth 7. Hence, we can call these intervals intervals
at depth i if the elements (2-tuples) of these intervals are at depth ¢ of the structures (trees).

Lemma 4.3. Let S be a I'-labelled forest and m = rk(S). Let p be a prefiz. In the game
Gg(2Ah,, g%) where p & W (S), the duplicator can play in such a way that:
(i) she follows her winning strategy in Gg(25,, Bh,) that has been described in Lemma
[5.2%;
(ii) for any a;,a;j € |§$n], bi,bj € ]%fnh which are picked by the players in i-th and j-th
rounds (i,j < m),
a; ij” a; iff b; ngn b;.

Proof. We assume that, before the first round of the game, both the first child and last child
of any inner node are already picked. It means that we are trying to prove an equivalent
result.

In each round, when the spoiler picks an element a in a structure, say ji’n, there is a
path P from the root of the tree 209, to the node a. For any node v in the path P there is
a 2-tuple (X,)) such that (X,)) is the 2-tuple that include a and v is the root of either
X or Y. Let a be at the depth r of the tree Eﬁl and let the path P be (ag,- - ,a,) where
ag is the root of H% and a, = a. Assume that the intervals of 2-tuples that are split by
the path is (L{,--- , L), That is, Lf‘ is an interval at the depth i of the tree 21%,, which
includes a;. Let (L¥,---, LB) be the collection of intervals of 2-tuples where L is at depth
1 and is formed in the same rounds as Lf‘. The duplicator first picks all the nodes in the
path (ag,--- ,a,) (Looking at it in another way, the spoiler implicitly picks all the nodes in
the path). Then she uses her strategy in coloured linear order games recursively as follows:
she first plays the one round coloured linear order game at the depth 1, i.e. over the pair
of intervals (L4, L¥), picking a 2-tuple at the depth 1 of %%, which splits the interval L
as a consequence; then she picks the root of a tree in the 2-tuple (recall that a 2-tuple is
composed of two trees) which respects her wining strategy in Gg(5,, B%,) (recall Definition
for the definition of A%, and %%): whenever possible she tries to choose the tree, whose
root is by, that is isomorphic to the one implicitly picked by the spoiler in L{‘ whose root is
a1, and pick b;. Then she goes on to play the game over the pair of intervals (L3, L¥). For
1 <4 <r —1, once she picked a 2-tuple at depth i, she will pick the root, say ¢, of a tree
from the 2-tuple, afterwards she picks a 2-tuple at depth ¢ + 1, whose trees are the children
of c. At last, she picks a 2-tuple in the interval L? and picks the root of a tree from this
2-tuple that respects her winning strategy in Gg(h,, B%,).

(i) will be violated only when the lengths of the pair of non-isomorphic intervals are not
long enough such that the spoiler can force the duplicator to pick a different type of 2-tuple
when he picks repeatedly in the shorter interval. Note that any pair of isomorphic intervals
have the same type of 2-tuples. Hence, to prove (i), we need only show that (i’) at the end
of the i-th round, if a pair of intervals is not isomorphic, then the length of them are no less
than 2%, However, (i) is obvious because the strategy of the duplicator ensures that after
the i-th round (i > 1), the lengths of any pair of non-isomorphic intervals reduce at most
2m—i while they are at least 2™~ *! before the i-th round, which can be proved inductively
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as in Lemma [£.2] In other words, this strategy is able to incorporate her winning strategy
in Gg(2h,,B%,) - it can guide her to win the game if order is not taken into account. It
remains to show that this is a strategy for the duplicator to avoid the order problem, i.e. to
show (ii).

For the sake of convenience, we call the stage before the players play the game as the
0-th round. In the first round, the order will not be a problem since other than those nodes
at the ends of intervals, there is no other node that can violate (ii).

Assume that (ii) holds when it is at the end of the s-th round.

Now suppose that the game is in the (s + 1)-th round. Let a; and a; be two elements

picked in the i-th and j-th rounds (4,7 < s) in an We may further assume that either
i or j equals s +1. When r,a;,a; are in a path, then a; < a; implies b; < b; because the
duplicator’s strategy ensures that r,b;, b; are also in a path.

Now assume that 7, a;,a; are not in a path.

If a; and a; have the same father and the same label, which means they are in the
same interval, then we can apply the same argument of Lemma simply by regarding an
element as a 2-tuple. If a; and a; have the same father but have different labels, then by
definition their order is determined by their labels. So are b; and b;. Note that the label of
a; and b; (a; and b; resp.) are the same, by the duplicator’s strategy. Therefore, (ii) holds.

Assume that a; and a; have different fathers. Note that a;,a; always share at least one
ancestor, i.e. the root r. Let ¢ be such an shared ancestor, and for all other shared ancestors,
c is later in the order. Let a be the ancestor of a; (or a; itself) and the child of c. Let a; be
the ancestor of a; (or a; itself) and the child of ¢. Let b/, b; be defined in a similar way in

g%. Then by definition the order between a; and a; is determined by the order between
a; and a}. And the duplicator can ensure that a; < a iff b; < b}, according to the same
argument as Lemma Therefore, (ii) holds. O

Lemma tell us that linear order does not cause a problem to the duplicator, and
together with the arguments in Theorem the following holds.

Theorem 4.4. Let S1 and Sy be two finite I'-labelled forests. Over the class of all finite
7HORD _gpryctures,

if W (S1) € W(Ss), then FO{S1} ¢ FO{S,}.

Using similar arguments as in the last section, in particular the same reduction as in Lemma
[3:26] we can prove the following Theorem.

Theorem 4.5. Let Sy and Sy be two finite I'-labelled forests. Over the class of all ordered
finite digraphs,
if W (S1) € #(S2), then FO{S1} € FO{S>2}.

Here we call 7 U {<}-structures (linearly) ordered digraphs.
The following corollary is a special case of Theorem where S1 and S5 are degenerate
trees (or directed paths).

Corollary 4.6. Let p,q € I'*. Qver the class of all ordered finite digraphs,
if p £ q, then FO{p} ¢ FO{q}.
Note that it is different from Gradel and McColm’s conjecture [2].
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A natural question is whether something similar to Theorem holds, but over finite
digraphs with built-in BIT. Here, BIT is the binary relation for the bit operator: BIT(x,y) =
1 if the y-th bit of the binary representation of x is 1. The operator BIT seems very powerful.
It is known that first-order logic equipped with BIT can define arbitrary algorithmic
operators, including <, x, +, Exp, and Squares (Schweikardt, [7]). Supprisingly, Schweikardt
and Schwentick [8] showed that BIT is similar to linear orders in terms of expressive power
in first-order logic. Based on their constructions, it is not difficult to show that the quantifier
structure hierarchy is strict in FO, even in the presence of BIT.

5. A REFINED QUANTIFIER STRUCTURE HIERARCHY

5.1. The structures and separating property. It is possible that two I'-labeled forests
cannot embed to each other but the set of words that can be read off them are the same. It is
natural to conjecture that they represent different logical resources. However, the hierarchy
we defined in the last section cannot tell us about it. In the following, we are going to show
a refined strict hierarchy, which confirms this intuition:

Theorem 5.1. Let Sy and Sy be two I'-labelled forests. Over the class of all digraphs,
if Sy ﬁe S9, then FO{Sl} g FO{SQ}

As in the last section, we let 77 := (R, B,r,U), and let 7y := 77\ {U}.

Definition 5.2. A T'-labelled tree 7T is an irreducible tree if for any inner node a the
following holds:

Let b1, -+, by be the children of @ and 77, -- -, 7; be the maximal subtrees of 7 that are
rooted at by, - - , by respectively, then 7; cannot embed in 7; for any 4, j € [1, k] where ¢ # j.

Definition 5.3. Let 7 be a I'-labelled irreducible k-ary tree.
. 51% and %% are coloured trees The constant r is interpreted as the root of the respective
trees. As in Definition [3.13] we say an element a is black if a € U.
e (1) 912” is a depth 1 tree that has Im + 1 leaves. One of the leaves is black and all the
other leaves are not black.
(2) ‘B?ml is a depth 1 tree that has lm leaves. None of them is black.
All edges in 513” and %il are red. Recall that we say an edge (a,b) is red if, and only
if, (a,b) € R.
A3 783 . _ |
T@,z = eran,lh(;rv Tm,l = %gz,l’T(T'
e (1) AY , is a depth 1 tree that has Im leaves. All of the leaves are black.
(2) %\an is a depth 1 tree that has lm + 1 leaves. One of them is not black and all the
other leaves are black.
All edges in Q%J and %le are red.
AY . TBY |
Tm,l = Q[Yn,lh—(;‘r? Tm,l = %Yn,zh&r-
e If 7 contains a single & node,
AT is AT, 1 BL is B, .

2Here, the “T” in ﬁﬁ and %ZL refers to the tree 7. Also cf. Figure



QUANTIFIER STRUCTURE HIERARCHY 31

e If 7 contains a single </ node,
QlT is AY ‘BT is %

e When |rk(T )T; 1:

Assume that the root r of 7 has k children, and the maximal subtrees that are rooted
at these children are 71, --- , Ti respectively. Recall that T is an irreducible tree, which
implies 7; and 7T; are not 1somorphlc if 1 # j.

For any I'-labelled tree 77, let Ql T’ be the same as QlT except that the colours of all the
edges are exchanged, i.e. red is exchanged with blue Let P;, which is a member of the set
{(A,A),(A,B),(B,A),(B,B),A,B}, and @Pl’ Tk s Which is a (7t U{e} \ {r})-structure
where ¢ is a hook constant, be built by the followmg process:
step 1: Let M := (;
step 2: For ¢ = 1 to k do the following:

—if P, = (A, A) then M := M U {2% A-Ti}
— if P, = (A, B) then M := M U {A% BT}
— if P, = (B, A) then M := M U {8 A-Ti};
— if P, = (B, B) then M := M U {B% BT}
—if P, = A then M := M U {5},
— if P, = B then M := M U {B7%i};
step 3: join all the trees in M at their roots. Call their shared root a junction point, which
interprets the hook constant e.
We use O; to denote the label of the root of the tree 7;. Let H := {i € [1,k] | the root of T;
has the same label as that of the root of 7}.
In the following, we define some substructure for the constructions:
— For any j € H, let QﬁAJB e @%::_f :,If:m where P; = (A,B) and [ if i # j then
(Pp=(A,A)if O;=3) and (P, =Aif O; =V)];
— For any j € H, let €1 .= D177k where P; = (B,A) and [ if i # j then
(P, =(A,A)if O; =3) and (P, = A if O; =V)];
— For any j € [1,k] and j ¢ H, let CBBT = ”)3%’ Tp.m Where P = B and [if i #
j then (P, = (A, A) if O; = 3) and (P "Ait 0, = W)
— We use €5 ’64’T to denote the structure D, Py gkm where P, = (A, A) it O, =3, P, =A

if O; =V.
B,AT ABT +AAT B,BT
Dually, we can define Cv] - ’Q:V,j,m € m ,QZVO m

— For any j € H, let QAJBmT = ’)D?" ;’“m where P; = (A,B) and [ if i # j then
(Py=(B,B) it O; =V) and (P; = BlfO—EI)]

— For any j € H, let Q:VBAT = ’DPI’ ;’“m where P; = (B, A) and [ if i # j then
(P, =(B,B)if O, —‘v’)and(P BlfO—H)]

— For j ¢ H, let € = D70k where P; = A and [if i # j then (P; = (B, B) if
O; =V) and (P, = B if O; = 3)];

— We use Qf\?’oB’T to denote the structure @%’:f: ’5’“ where P, = (B,B) if O; =V; P, =B

,J,m PR P

if O; = 3.

As usual, we define the main structures based on point-expansions over some sets of

structures. Now we define such sets.
— kT = et BT e myu{el AT 1ie HYyu{eP BT ie 1,k and i ¢ HY;

3,i,m 3,4,m 3,4,m

as follows:



32 YUGUO HE

- KA VT UG

— k" ={yukg”

— kgt =T e myu el lie Hyu ey i€ (1 k] and i ¢ H};

— ICZ’T ={Z}U /CVT;

— kg = {0 Ju{Thu kg
Now we define ngl and %g as follows:

— If the root of 7 is an & node, which is connected to the roots of k trees 71,--- , Tk,
and assume that the number of 3 in the tuple (O, --,Oy) is 7, then 5[% and %% are
defined as follows:

* 5[% is a point-expansion of ﬁ,}ik over ICi’T: The root of 7:2;5_% is expanded by Z.

It is also called the “root” of 5[5 that interprets r. One leaf is expanded by a copy

of QA’A’T For each element of ICg’T there are exactly m distinct leaves which are
expanded by it.

* %T is a point-expansion of T k over IC B , similar to QlT The root of 7'% 3 IR

expanded by Z. For each element of ICO there are exactly m distinct leaves Wthh
are expanded by it.

— If the root of 7 is an & node, which is connected to the roots of k trees Ty, -, T,
and assume that the number of ¥ in the tuple (Oy,---,0z) is 3, then AL and B are
defined as follows:

* QLT is a point-expansion of T +k over ICV The root of Tm 41, 1s expanded by Z.

For each element of ngT there are exactly m distinct leaves Wthh are expanded by
it.
* %T is a point-expansion of T k over ICv The root of 7’3 gik is expanded by Z.
One leaf is expanded by a copy of €v707m . For each element of IC\S’T there are exactly
m distinct leaves which are expanded by it.
Example 5.4. Let T be a I'-labelled irreducible binary tree. Assume that its root is an &
node and is connected to two subtrees 77 and 75, where the root of 77 is an é" node aild the
root of 73 is an &/ node. See Figure [§ for the illustration of the structures AL and B . A
“*¥7 at the root of a subtree 7’ means that we have m disjoint isomorphic copies of this tree

T’ and for each copy we add an edge between the root, r, of the whole structure and the
root of this copy.

~ Now we define a sentence 57- over the signature 77 such that, for any m, 51% = $7- but
B, o

Definition 5.5. Let 7 be a I'-labelled irreducible k-ary tree, which is connected to the roots
of k trees Ti, -+, Tg. Assume that rk(7) = d. Recall that H = {i € [k] | the root of 7; has

the same label as that of the root of 7}. We define 71 -sentences ¢ and ¢_7 based on the
tree T as follows:

(1) If T is empty, then N N
§r(x) = &or(z) = Ulx);
(2) If the root of 7 is an & node, then
E7(y) = Jwa(Ryza A A\ &7 (za) A A\ €7, (za));

i€ (k] jeEH
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DD DD

B! T

DD

Figure 8: The structures 5[;‘2 and %TTm where 7 is an irreducible binary tree, which is

connected to 71 and 73. The root of 7 is an & node; The root of 77 is an & node;
and the root of 7 is an &/ node. In the figure, A7, and By, represent 2L and
BLi respectively.

E7(y) == wa(Byza A )\ E7(za) A N\ &7 (2a));
1€[k] jeEH
(3) If the root of T is an </ node, then

&r(y) =Vaa(Ryzg ~ \/ &r.(za) vV \/ €7, (za));

i€[k] jeEH
E7(y) == Yaa(Byzq — \/ -7 (za) V \/ &7, (24));
1€[k] jeH
Now, 57- and 5_7- are defined as:
o7 = &r(r); (5.1)

b7 = E1(r). (5.2)
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5.2. The duplicator’s winning strategy. In the following, we show that a refined strict
quantifier hierarchy exists by proving that the duplicator has a winning strategy in the
games that we introduced before. Since the proof resembles that in Section [3] we sketch the
main ideas and omit similar details.

Lemma 5.6. Let S1 and Sy be two finite I'-labelled forests. If Si ﬁe S, then there is an

irreducible subtree T in Si such that the duplicator has a winning strategy in Gg, (5[%, %%)
for any m > rk(Ss).

Proof. Observe that when rk(S1) = 1, i.e. the rank of S is 1, Sy A So implies #/(S1) ¢
W (S2). According to Lemma the duplicator has a winning strategy.

Assume that the lemma holds when rk(S1) < h.

Now assume that rk(S1) = h + 1.

Because Si Ac So, for some k € NT there exists a k-ary subtree 7 in Sy such that
T Ae T’ for any subtree 77 in So. Moreover, we assume that 7 is the minimal subtree in Sy
that is not embeddable in Sy, i.e. any subtree of T, which is not 7 itself, is embeddable in
Ss. Note that such a tree is an irreducible tree, whose rank is no larger than h 4 1. Here
we use 7(7) to denote the root of 7. And we assume that r(7) is an & node. We assume
that there are 1 < k' < k subtrees, T1,- -, Tx/, whose roots are connected to (7). Let Mg
be the set of & nodes in Sy such that for any a € Mg no other & node appears in the path
from the root of S to a. By assumption 7T is not embeddable in any subtree of Ss. For any
a € Mg, let T’ be a tree rooted at a and F be the forest obtained from 7" by removing the
root of 7. Hence, at least one of the trees 71, -- , Tj» cannot be embedded in F. Observe
that rk(7;) < h for any i € [K'].

Note that, in any play of the game, the moving track of the token in Ss is a directed
path. If the first place where the token lies is an 2/ node, then the path is initiated with a
block of universal quantifiers. However, in the rounds based on this first block of universal
quantifiers the spoiler has to pick in ’BTTn and no matter how he picks the duplicator can
mimic his picking in the isomorphic subtrees. By Lemma if the spoiler can win the
game by picking these elements, he can also win the game without picking these elements.

When the token is on a node of Mg, say a, we assume that the spoiler picks in th"(fr’g

(i.e. in a copy of 5[%) because if he picks in other places the duplicator can mimic his picking
in an isomorphic tree substructure, hence by Lemma the spoiler can win the game
without picking in these places if he has at least one winning strategy. In this round, the
duplicator’s strategy is as follows (i.e. picking in a copy of BT ):

e If 7; is not embeddable in the forest F and r(7;) is an & node, then

— if the spoiler picks inside ﬁlﬁ, which is a part of Qﬁ”(ﬁ’g , then the duplicator mimics it
in an isomorphic copy of 5[%, which is a part of (‘Zﬁ’fn’lT.

— if the spoiler picks inside fil;nTi, which is a part of Ciﬁg , then the duplicator mimics it
in an isomorphic copy of valngi, which is a part of (’lgﬁ;f.

— if the spoiler picks inside 5[?,{ or 2 where j # ¢, then the duplicator mimics it in an

isomorphic copy of 5[27 or ﬁl;fj, which is a part of C?%BT;LT.
— if the spoiler picks the junction point, i.e. the root, of 6’34’641’5 , then the duplicator picks

the junction point of (’Sg’iBw’lT.

e If 7; is not embeddable in F and r(7;) is an </ node, then
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AAT

— if the spoiler picks inside 51 which is a part of €5, the duplicator is able to mimic

the spoiler’s picks inside % i which is a part of QZB B T . It is because the root of 7; is
an 7 node, which means that the number of dlfferent types of subtrees, whose roots
are connected to the root of A% (in AL), is less than the number of different types of

subtrees, whose roots are connected to the root of BLi (in B7).
T

— if the spoiler picks inside 51% or 51; where j # 4, then the duplicator mimics it in an
B,B,T
i,m °
A A T

isomorphic copy of le or le , which is a part of €

— if the spoiler picks the junction point, i.e. the root, of QI , then the duplicator picks

the junction point of Qfgi]‘fnT.
Note that such a strategy has exploited the feature of the structures on the game board:
(recall that the root of T is an & node) the structures are constructed in such a way that if

the spoiler does not pick the junction point of (’:‘34’0‘47’5 in 51% then the duplicator is able to

mimic his picking in an isomorphic tree substructure of %% - such isomorphic subtrees always
exist. And by Lemma [3.20] the spoiler can also win without such picking if he can win in any
way. If the spoiler pick the junction point of QﬁA A r , by her strategy, the duplicator picks the

junction point of ¢ABT Ghere Ti e F. Observe that, the difference between AT and

J,i,m 3,0,m
(’:’34 BT s the difference between Ql_ © and ‘B Ti (or equivalently the difference between QIT

and %%) Therefore, using this strategy, no matter how the spoiler picks, the duplicator
can reply properly such that in the end the spoiler can win the game G ;(gl_Ti %_Ti) (or
G;(‘jl%i, %%)), if the spoiler can win in any way. Recall that rk(7;) < h. By induction
assumption, the duplicator can win the game using this strategy. Therefore, the spoiler
cannot win the game if the duplicator plays according to this strategy. In other words, this
strategy is a winning strategy for the duplicator in the game Gg, (5[%, %%)

When 7(7) is an &7 node, the analysis is similar. O

Note that the duplicator’s winning strategy in Lemma 5.6 depends on how the spoiler moves
the token. That is, she has to keep an eye on the token track before she make the choices.
The following corollary is directly due to Lemma [3.6] and Theorem [3.8]

Corollary 5.7. Let S1 and Sy be two finite T'-labelled forests. If S1 Ae S2, then for any
such that qs(v) <¢ Sa, and any m > rk(Ss2), we have:

At == B o
The following lemma is similar to Lemma[3.17} Actually, the proof resembles that of Lemma

B.I7
Lemma 5.8. Let T be I'-labelled irreducible tree. Then
AL = b7 but B K o
Proof. 1t is obvious when 7 is a single node. Assume that it holds when rk(7) = h.
Now assume that 7T is a k-ary I-labelled tree and its rank is A 4+ 1. Suppose that the

root of 7 is an & node, and its subtrees, whose roots are children of »(T), are T1,--- , 7.
Recall that H = {i € [k] | the root of 7; has the same label as that of the root of 7T}.
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Let a, be the node that interprets r in 51% And let b, be the node that interprets

the hook constant in 6134’647’5, i.e. b, is the junction point of €’34’64£. By assumption and an

observation similar to Lemma AL = £1(r) (i € [K]), and AnD = §~_Tj (r) (j € H).
Moreover, all the quantifiers in {7;(r) are relativized by relations either Ryx or By,
where z is the quantified variable. It means that 57;. (r) expresses some property that is
nothing to do with the elements of 5[% outside the tree substructure 5[%1 As a consequence,
AL b &7;(r) implies AL, = &7 (by).
By the same argument, A7 = £_7(r) implies 2L = &_7(by).

Therefore, in glﬁ, b, is the witness of the quantifier x4 in the formula 57—(7‘). That is,

Q[gl ): 57’(71)7 or Q['Z;L ': (bT _
Likewise, by assumption and similar analysis, in B the subtrees Q:?;BT;lT, or €

B,B, T
CH,i,m ’

B,AT

J4,m > OF

has exactly one subtree %ﬁ, or %,}Ti, which does not satisfy some subformula of
¢7 (i.e. one conjunct of /\ 57; (xaq) A /\ 5173 (z4)), when its root interprets z4. In other
i€[k] jeH
words, b, cannot be a witness of the quantifer 3x4. Therefore, B [~ ¢7.
When the root of 7 is an & node, the analysis is similar. ]

Theorem 5.9. Let S; and So be two I'-labelled forests. Ower the class of all finite 77T -
structures,

if Sl ﬁe SQ, then FO{Sl} SZ FO{SQ}

Proof. By Lemma [5.6, we know that the duplicator has a winning strategy in the game
Gs,(A51 B1). In other words, the property defined by ¢ is not expressible in FO{Ss}, by
Lemma Observe that ¢ € FO{S1}. Therefore, FO{S:} € FO{S>}. [

Recall that 7 = (E). Based on the same transformations as the “reductions from 7+ to
7 (p. , the diagraph 22 (B7 resp.) is obtained from A2 (BL resp.), as AL, (BY, resp.)
is obtained from 2%, (%51 resp.); ¢7 is obtained from q~57- as @p is obtained from ¢,. Recall
that the reductions are mainly doing three things:

e change red edges to forward edges; change blue edges to backward edges;
e use self-loops to indicate the positions of junction points;
e use bi-directional edges to indicate the positions of black leaves.

We can use the same reductions, prove a new version of Lemma [3.26] as the following;:
For any first-order sentence ¢ over 7, there is a first-order sentence ¢ over 71, with the
same quantifier structure, such that

1) AT ¢ iff AT =g
(2) BL = ¢ iff B ¢

And Theorem [5.1] is immediate, by the same argument in the proof of Theorem
The following is a direct corollary of Theorem

Corollary 5.10. Let S1 and Sy be two I'-labelled forests and o4 includes a k-ary relation
symbol where k > 2. Over the class of all finite o4-structures,

if Sh ﬁe So, then FO{Sl} g FO{SQ}
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Proof. We can use the k-ary relation (k > 2) to encode the binary relations we defined in
the structures for Theorem [5.1] and let all the other relations be empty. O

6. SUMMARY

It is natural to classify fragments of first-order logic based on quantifier structures. So far,
most related works are focused on those fragments based on quantifier prefixes, a special kind
of quantifier structure, and contribute to our understanding of their different expressiveness.
Gradel-McColm’s conjecture, which claims the strictness of the first-order prefix hierarchy,
generalizes the results of Walkoe [10], Keisler & Walkoe [3] and Chandra & Harel [1]. Rosen
proved this conjecture by showing that it holds over infinite structures [6] and raised the
question of whether it also holds over finite structures. We define games that characterize
the quantifier classes, which generalize the standard Ehrenfeucht-Fraissé games, and prove
that a similar and natural hierarchy, i.e. the first-order quantifier structure hierarchy, is strict
over finite structures. Although these two hierarchies are similar, they are independent in
that none implies the other directly. Nevertheless, our constructions do provide justifications
for some special cases of Gradel-McColm’s conjecture over finite structures. For example,
from the constructions introduced in this paper we can see that there is a property that
is expressible in FO(3¥V), but not in FO(YVY), FO(¥V3), FO(V33) and FO(333). But we
don’t know whether it is expressible in FO(V3V) or not.

Recall that the mapping ¢ between quantifier structures is not necessarily injective when
we define the embedding relation <. (Definition . Now, we change the definition of
quantifier structure embedding a little bit, i.e. require ¢ to be injective. As a consequence,
the quantifier classes are also changed correspondingly. And a finite version of Rosen’s main
theorem [6] can be stated as the following, based on such change. Recall that we assume
that all the structures are finite.

Let p € I'" and S be a I-labelled forest, FO(p) € FO{S} if p ¢ #(S).

As has been mentioned in the introduction, a proof of this theorem will solve Gradel-
McColm’s conjecture over finite structures, which is still open at present. Another possible
way to resolve this conjecture is to define Ehrenfeucht-Fraissé style games for the prefix
classes. In any cases, we need new techniques and insights.

Let 7 be a I'-labelled tree and 7* be a forest composed of i disjoint copies of 7. Let
i be a map from a I'-labelled tree to a natural number such that p,(7) is the minimum
number for m such that FO{7™} = FO{TmH}H Then, the following is conceivable, under
the new definition of quantifier structure embedding:

Let 7 be a I'-labelled tree and S be an arbitrary I'-labelled forests. Over the class of all
finite digraphs, for any m < (7)),

if 7™ Ae S, then FO{T™} ¢ FO{S}.

Note that it generalizes not only Gradel-McColm’s conjecture over finite structures but
also the finite version of Rosen’s main theorem. Furthermore, it is also interesting to study
ue(T). For example, how fast will it grow w.r.t. the size of 77

Another question is whether we can prove similar hierarchies in other logics. One
candidate is so called independence-friendly logic (IFL). What makes it interesting is that
IFL has the form of first-order logic, while has the expressive power equals existential

3The existence of such a number m is determined by Lemma
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second-order logic (ESO). It is well-known that ESO captures the complexity class NP over
finite structures. Clearly, establishing a natural and strict hierarchy for the NP problems
would be very interesting.
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