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ABSTRACT. We propose a framework for reasoning about unbounded dynamic networks
of infinite-state processes. We propose Constrained Petri Nets (CPN) as generic models
for these networks. They can be seen as Petri nets where tokens (representing occurrences
of processes) are colored by values over some potentially infinite data domain such as
integers, reals, etc. Furthermore, we define a logic, called CML (colored markings logic),
for the description of CPN configurations. CML is a first-order logic over tokens allowing
to reason about their locations and their colors. Both CPNs and CML are parametrized by
a color logic allowing to express constraints on the colors (data) associated with tokens.

We investigate the decidability of the satisfiability problem of CML and its applications
in the verification of CPNs. We identify a fragment of CML for which the satisfiability
problem is decidable (whenever it is the case for the underlying color logic), and which is
closed under the computations of post and pre images for CPNs. These results can be used
for several kinds of analysis such as invariance checking, pre-post condition reasoning, and
bounded reachability analysis.

1. INTRODUCTION

The verification of software systems requires in general the consideration of infinite-

state models. The sources of infinity in software models are multiple. One of them is
the manipulation of variables and data structures ranging over infinite domains (such as

integers, reals, arrays, etc).

Another source of infinity is the fact that the number of

processes running in parallel in the system can be either a parameter (fixed but arbitrarily
large), or it can be dynamically changing due to process creation. While the verification
of parameterized systems requires reasoning uniformly about the infinite family of (static)
networks corresponding to any possible number of processes, the verification of dynamic
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systems requires reasoning about the infinite number of all possible dynamically changing
network configurations.

There are many works and several approaches on the verification of infinite-state sys-
tems taking into account either the aspects related to infinite data domains, or the aspects
related to unbounded network structures due to parametrization or dynamic creation of
processes. Concerning systems with data manipulation, a lot of work has been devoted to
the verification of, for instance, finite-structure systems with unbounded counters, clocks,
stacks, queues, etc. (see, e.g., [AvJT96, BEMOIT, WB98| B0i99, [AAB00, [FS01, [FL02]). On
the other hand, a lot of work has been done for the verification of parameterized and dy-
namic networks of Boolean (or finite-data domain) processes, proposing either exact model-
checking and reachability analysis techniques for specific classes of systems (such as broad-
cast protocols, multithreaded programs, etc) [EN98| [EFM99, [DRB02), BT05, BMOT05], or
generic algorithmic techniques (which can be approximate, or not guaranteed to terminate)
such as network invariants-based approaches [WL89, [CGJ97], and (abstract) regular model
checking [BINT00, Bou01l, [AJNS04, BHV04]. However, only few works consider both infi-
nite data manipulation and parametric/dynamic network structures (see the paragraph on
related work).

In this paper, we propose a generic framework for reasoning about parameterized and
dynamic networks of concurrent processes which can manipulate (local and global) variables
over infinite data domains. Our framework is parameterized by a data domain and a first-
order theory on it (e.g., Presburger arithmetics on natural numbers). It consists of (1)
expressive models allowing to cover a wide class of systems, and (2) a logic allowing to
specify and to reason about the configurations of these models.

The models we propose are called Constrained Petri Nets (CPN for short). They are
based on (place/transition) Petri nets where tokens are colored by data values. Intuitively,
tokens represent different occurrences of processes, and places are associated with control
locations and contain tokens corresponding to processes which are at a same control location.
Since processes can manipulate local variables, each token (process occurrence) has several
colors corresponding to the values of these variables. Then, configurations of our models
are markings where each place contains a set of colored tokens, and transitions modify the
markings as usual by removing tokens from some places and creating new ones in some
other places. Transitions are guarded by constraints on the colors of tokens before and after
firing the transition. We show that CPNs allow to model various aspects such as unbounded
dynamic creation of processes, manipulation of local and global variables over unbounded
domains such as integers, synchronization, communication through shared variables, locks,
etc.

The logic we propose for specifying configurations of CPNs is called Colored Markings
Logic (CML for short). It is a first order logic over tokens and their colors. It allows to
reason about the presence of tokens in places, and also about the relations between the
colors of these tokens. The logic CML is parameterized by a first order logic over the color
domain allowing to express constraints on tokens.

We investigate the decidability of the satisfiability problem of CML and its applications
in verification of CPNs. While the logic is decidable for finite color domains (such as
booleans), we show that, unfortunately, the satisfiability problem of this logic becomes
undecidable as soon as we consider the color domain to be the set of natural numbers with
the usual ordering relation (and without any arithmetical operations). We prove that this



undecidability result holds already for the fragment V*3* of the logic (in the alternation
hierarchy of the quantifiers over token variables) with this color domain.

On the other hand, we prove that the satisfiability problem is decidable for the fragment
F*Vv* of CML whenever the underlying color logic has a decidable satisfiability problem, e.g.,
Presburger arithmetics, the first-order logic of addition and multiplication over reals, etc.
Moreover, we prove that the fragment 3*V* of CML is effectively closed under post and pre
image computations (i.e., computation of immediate successors and immediate predecessors)
for CPNs where all transition guards are also in 3*V*. We show also that the same closure
results hold when we consider the fragment 3* instead of F*V*.

These generic decidability and closure results can be applied in the verification of CPN
models following different approaches such as pre-post condition (Hoare triples based) rea-
soning, bounded reachability analysis, and inductive invariant checking. More precisely, we
derive from our results mentioned above that (1) checking whether starting from a 3*Vv*
pre-condition, a V*3* condition holds after the execution of a transition is decidable, that
(2) the bounded reachability problem between two 3*V* definable sets is decidable, and
that (3) checking whether a formula defines an inductive invariant is decidable for Boolean
combinations of 3* formulas.

These results can be used to deal with non trivial examples of systems. Indeed, in
many cases, program invariants and the assertions needed to establish them fall in the
considered fragments of our logic. We illustrate this by carrying out in our framework the
verification of several parameterized systems (including the examples usually considered
in the literature such as the Bakery mutual exclusion protocol [Lam74]). In particular,
we provide an inductive proof of correctness for the parametric version of the Reader-
Writer lock system introduced in [FFQ02]. Flanagan et al. give a proof of this case study
for the case of one reader and one writer. We consider here an arbitrarily large number
of reader and writer processes and carry out (for the first time, to our knowledge) its
verification by inductive invariant checking. We provide experimental results obtained for
these examples using a prototype tool we have implemented based on our decision and
verification procedures.

Related work: The use of unbounded Petri nets as models for parameterized networks
of processes has been proposed in many existing works such as [GS92, [EN98, [DRB02].
However, these works consider networks of finite-state processes and do not address the
issue of manipulating infinite data domains. The extension of this idea to networks of
infinite-state processes has been addressed only in very few works [AJ98, [Del01l, BD02,
ADO6]. In [AJ98], Abdulla and Jonsson consider the case of networks of 1-clock timed
systems and show, using the theory of well-structured systems and well quasi orderings
[AvJT96, [FS01], that the verification problem for a class of safety properties is decidable.
Their approach has been extended in [Del01l, BD02] to a particular class of multiset rewrite
systems with constraints (see also [ADOQG] for recent developments of this approach). Our
modeling framework is actually inspired by these works. However, while they address
the issue of deciding the verification problem of safety properties (by reduction to the
coverability problem) for specific classes of systems, we consider in our work a general
framework, allowing to deal in a generic way with various classes of systems, where the user
can express assertions about the configurations of the system, and check automatically that
they hold (using post-pre reasoning and inductive invariant checking) or that they do not
hold (using bounded reachability analysis). Our framework allows to reason automatically
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about systems which are beyond the scope of the techniques proposed in [AJ98|, Del01),
BD02l, [AD0G] such as, for instance, the parameterized Reader-Writer lock system presented
in this paper.

In parallel to our work, Abdulla et al. developed in [ADHRO7, [AHDROS8] abstract
backward reachability analysis for a restricted class of constrained multiset rewrite systems.
Basically, they consider constraints which are boolean combinations of universally quanti-
fied formulas, where data constraints are in the particular class of existentially quantified
gap-order constraints. The abstraction they consider consists in taking after each pre-image
computation the upward closure of the obtained set. This helps termination of the iterative
computation and yields an upper-approximation of the backward reachability set. How-
ever, the used abstract analysis can be too imprecise for some systems. Our approach
allows in contrast to carry out pre-post reasoning, invariance checking, as well as bounded
analysis, for a larger class of systems. Techniques like those used in [ADHRO7, [AHDROS)]
could be integrated into our framework in the future in order to discover (local) invariants
automatically.

In a series of papers, Pnueli et al. developed an approach for the verification of param-
eterized systems combining abstraction and proof techniques (see, e.g., [APRT01]). This is
probably one of the most advanced existing approaches allowing to deal with unbounded
networks of infinite-state processes. We propose here a different framework for reasoning
about these systems. In [APRT01], the authors consider a logic on (parametric-bound)
arrays of integers, and they identify a fragment of this logic for which the satisfiability
problem is decidable. In this fragment, they restrict the shape of the formula (quantifica-
tion over indices) to formulas in the fragment 3*V* similarly to what we do, and also the
class of used arithmetical constraints on indices and on the associated values. In a recent
work by Bradley et al. [BMS06b], the satisfiability problem of the logic of unbounded arrays
with any kind of elements values is investigated and the authors provide a new decidable
fragment, which is incomparable to the one defined in [APR™01], but again which imposes
similar restrictions on the quantifiers alternation in the formulas, and on the kind of con-
straints on indices that can be used. In contrast with these works, we consider a logic
on multisets of elements with any kind of associated data values, provided that the used
theory on the data domain is decidable. For instance, we can use in our logic general Pres-
burger constraints whereas [APR™01] allows limited classes of constraints. On the other
hand, we cannot specify faithfully unbounded arrays in our decidable fragment because
formulas of the form V*3* are needed to express that every non extremal element has a
successor /predecessor. Nevertheless, for the verification of safety properties and invariant
checking, expressing this fact is not necessary, and therefore, it is possible to handle (model
and verify) in our framework all usual examples of parameterized systems (such as mutual
exclusion protocols) considered in the works cited above.

Let us finally mention that there are recent works on logics (first-order logics, or tem-
poral logics) over finite/infinite structures (words or trees) over infinite alphabets (which
can be considered as abstract infinite data domains) [BMS™06al, BDM™ 06, [DL0OG]. The ob-
tained positive results so far concern logics with very limited data domain (basically infinite
sets with only equality, or sometimes with an ordering relation), and are based on reduction
to complex problems such as reachability in Petri nets.



2. COLORED MARKINGS LoGIC

2.1. Preliminaries. Consider an enumerable set of tokens and let us identify this set
with the set of natural numbers N. Intuitively, tokens represent occurrences of (parallel)
processes. We assume that tokens may have colors corresponding for instance to data
values attached to the corresponding processes. We consider that each token has N colors,
for some fixed natural number N > 0. Let C be a (potentially infinite) token color domain.
Examples of color domains are the set of natural numbers N and the set of real numbers R.
Also, we consider that tokens can be located at places. Let P be a finite set of such places.
Intuitively, places represent control locations of processes. A N-dim colored marking is a
mapping M € [N — (PU {L}) x CV] which associates with each token its place (if it is
defined, or L otherwise) and the values of its colors.

Let M be a N-dim colored marking, let ¢t € N be a token, and let M (t) = (p,c1,...,¢N)
€ (PU{L}) x CV. Then, we consider that place;(t) denotes the element p, that color s (t)
denotes the vector (ci,...,cn), and that for every k € {1,..., N}, colorys ,(t) denotes the
element c;. We omit the subscript M when it is clear from the context.

2.2. Colored Markings Logic (CML). The logic CML is parameterized by a (first-order)
logic on the considered token color domain C, FO(C, 2, Z), i.e., by the set of operations 2
and the set of basic predicates (relations) = allowed on C. In the sequel, we omit all or
some of the parameters of CML when their specification is not necessary.

Let T be a set of token wvariables ranging over N (set of tokens) and let C' be a set
of color variables ranging over C, and assume that 7N C = (). Then, the set of terms of
CML(CV,Q,E) (called token color terms) is given by the grammar:

tu=z|op(x) | olty,... tn)

where z € C, k € {1,...,N}, x € T, and o € Q. Intuitively, the term Jx(z) represents
the kth color (data value) attached to the token associated with the token variable x. We
denote by = the syntactic equality relation on terms.

The set of formulas of CML(CY,Q, =) is given by:
pu=true |z =y | plx) | rty,....tm) | "o |V |Iz. 0| Tz @
where z,y € T, z € C, p € PU{L}, r € Z. As usual, false and the boolean connectives such
as conjunction (A) and implication (=), and universal quantification (V) can be defined in
terms of true, =, V, and 3. We also use 3z € p. ¢ (resp. Va € p. ) as an abbreviation of
the formula 3x. p(x) A ¢ (resp. Vz. p(z) = ¢).

The notions of free/bound occurrences of variables in formulas and the notions of
closed/open formulas are defined as usual in first-order logics. Given a formula ¢, the
set of free variables in ¢ is denoted FV (¢). In the sequel, we assume w.l.o.g. that in every
formula, each variable is quantified at most once.

We define a satisfaction relation between colored markings and CML formulas. For
that, we need first to define the semantics of CML terms. Given valuations 6 € [T — N],
v € [C — C], and a colored marking M, we define a mapping ((-))as,9,, which associates
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with each color term a value in C:

(Mo = v(z)
(6k(@))mo = colorpk(0(x))
(olts .-t arew = o({ti)rrows- - (ta) rr0w)
Then, we define inductively the satisfaction relation =g, between colored markings M

and CML formulas as follows:

M |=¢,, true always

Mgy =y iff 0(x)=0(y)
M =g, p(x) iff  placey (8(x)) =p

M ):9’,/ T(tl, cee ,tm) iff T(<<t1>>M79’V, ceey <<tm>>M’97,,)
M gy~ iff M #g, ¢
MEg, o1V iff Mg, p1or M=y, @2
M=, Fz. 0 Mt FHEN. M [gipeq, @
Mgy 3z.p it 3e€C. Mg g
For every formula ¢, we define [¢], , to be the set of colored markings M such that

M g, p. A formula ¢ is satisfiable iff there exist valuations 0 and v s.t. [¢], , # 0. The
subscripts of = and [-] are omitted in the case of a closed formula.

2.3. Syntactical forms and fragments.
2.3.1. Prenex normal form: A formula is in prenex normal form (PNF) if it is of the form

Q1y1Q2Y2 - .. QmYm- @

where (1) Q1,...,Q, are (existential or universal) quantifiers, (2) yi, ...,y are variables
in TUC, and ¢ is a quantifier-free formula. It can be proved that for every formula ¢ in
CML, there exists an equivalent formula ¢’ in prenex normal form.

2.3.2. Quantifier alternation hierarchy: We consider two families {¥,},>0 and {II,, },,>0 of
fragments of CML defined according to the alternation depth of existential and universal
quantifiers in their PNF:

e Let g = Iy be the set of formulas in PNF where all quantified variables are in C,

e For n > 0, let X,,11 (resp. II,+1) be the set of formulas Qui ... ym. ¢ in PNF where
Y1y, Ym € TUC, @ is the existential (resp. universal) quantifier 3 (resp. V), and ¢ is
a formula in II,, (resp. ¥,).

It is easy to see that, for every n > 0, ¥, and II,, are closed under conjunction and
disjunction, and that the negation of a ¥, formula is a II,, formula and vice versa. For
every n > 0, let B(X,,) denote the set of all boolean combinations of ¥,, formulas. Clearly,
B(X%,,) subsumes both ¥,, and II,,, and is included in both ¥,,+1 and II,,41.



2.3.3. Special form: The set of formulas in special form is given by the grammar:

pu=true |z =y |r(ts,....,tn) | 0|V |Tz.o|Txep. ¢
where z,y € T, z € C,p e PU{ L}, r € E, and t1,...,t, are token color terms. So, formulas
in special form do not contain atoms of the form p(x).

It is not difficult to see that for every closed formula ¢ in CML, there exists an equivalent
formula ¢’ in special form. The transformation is based on the following fact: since variables
are assumed to be quantified at most once in formulas, each formula Jz. ¢ can be replaced
by va]P’U (1} dz € p. ¢y p where ¢, is obtained by substituting in ¢ each occurrence of
p(z) by true, and each occurrence of ¢(x), with p # ¢, by false.

2.3.4. Ezxamples of properties expressible in CML: The fact that “the place p is empty” is
expressed by the IT; formula Vz. —p(z). The fact that “p contains precisely one token”
is expressed by the B(X;) formula: (3x € p. true) A (Vy,z € p. y = z). The II; formula
Vz,y € p. x = y expresses the fact that p has one or zero token.

The properties above do not depend on the colors of the token. The following examples
show that the number of tokens in a place is also determined by properties of colors attached
to tokens. Let consider now the logic CML(N, {0}, {<}). Then, the fact that “p contains
an infinite number of tokens” is implied by the IIs formula:

Vo € p. Jy €p. d1(z) < d1(y)
Conversely, the fact that “p has a finite number of tokens” is implied by the Yo formula:
dx,y € p. Vz,u € p. 01(z) < 01(2) <01 (y) A (61(2) =6 (u) = z =)

3. SATISFIABILITY PROBLEM: UNDECIDABILITY

We show hereafter that the satisfiability problem of the logic CML is undecidable as
soon as we consider formulas in IIy, and this holds even for simple theories on colors.

Theorem 3.1. The satisfiability problem of the fragment Iy of CML(N?, {0}, {<}) is un-
decidable.

Proof. The proof is done by reduction of the halting problem of Turing machines. The idea
is to encode a computation of a machine, seen as a sequence of tape configurations, using
tokens with integer colors. Each token represents a cell in the tape of the machine at some
computation step. Therefore, the token has two integer colors: its position in the tape, and
the position of its configuration in the computation (the computation step). The place of
a token identifies uniquely the letter stored in the associated cell, the control state of the
machine in the computation step of the cell, and the position of the head. Then, it is possible
to express using formulas in Iy that two consecutive configurations correspond indeed to
a valid transition of the machine. Intuitively, this is possible because Iy formulas allow to
relate each cell at some configuration to the corresponding cell at the next configuration.

Let us fix the notations used for Turing machine. A Turing machine is defined by
M = (Q,T',B,qo,qf,A) where @Q is its finite set of states, I' is the finite tape alphabet
containing the default blank symbol B, qo,q; € Q are the initial resp. the final state, and
A, called the transition relation, is a subset of Q@ x I' x @ x I x {L, R}.
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A configuration of the machine is given by a triplet (q,7,7) where ¢ € Q, T € [N+ T
is the tape of cells identified by their position j € N and storing a letter 7(j) € I', and i is
the position of the head on the tape.

A transition (¢, X,q’,Y,d) € A defines a relation between two configurations (q, 7, 1)
and (¢/, 7,7 iff either i/ =i+1and d = Ror i =i—1 and d = L, the machine reads X at
position i, i.e. T(i) = X, and writes Y at the same position, i.e. 7'(i) =Y, and in any other
position k different from i, the tapes 7 and 7' are equal, i.e. Vk. k #i = T (k) = T'(k).
The initial configuration of the machine is (go, 7o,0) where 7y is the tape with all cells
containing the blank symbol B.

Without loss of generality, we suppose that (a) the machine has no deadlocks, (b) the
head never goes left when it is at position 0, and (c) when the final state is reached the
machine loops in this state.

We proceed now to the encoding of a computation that reaches the final state using a
I formula of CML(NZ, {0}, {<}).

Instead of generic names d; and dy for color functions we use more intuitive names step
and cell respectively. A token z with step(z) = j and cell(x) = i represents the it cell of
the j*" configuration in a computation.

We define the set of places P = I" x { Head, Nohead } x @ and, for convenience, we denote
members of P by strings, e.g., A_Head_q with A € T"and ¢ € Q. A token x in a place named
A_Head_q encodes a cell labeled by the letter A in a configuration where the head is at the
position cell(x) and the current state is g. Since in a given configuration the head and the
control state have a unique occurence, our encoding includes the property that, among all
tokens that have the same step color, there is only one token in a place containing Head in
its name.

First, we encode the properties of tapes. For this, we introduce the shorthand notation
Head(z), parametrized by a token variable x, expressing that the token represented by x
encodes a cell that carries the head, i.e, the name of its place has Head as substring.

Head(x) = \/ \/ A_Head_q(z)
qeqQ Ael

The following Iy formula Tapes expresses that, for any tape j in an infinite computation,
any cell 7 is represented by a unique token z (conditions (3.1) and (3.2)), and there is exactly
one token z which represents the position of the head (conditions (3.3) and (3.4)).

Tapes = Vi, j. Jz. cell(x) =i A step(x) = j (3.1)
A Vz,y. (step(z) = step(y) A cell(x) = cell(y)) = x =y (3.2)
A Vj. Jx. step(x) = j A Head(x) (3.3)
A Vz,y. (Head(z) A Head(y)) = (step(z) # step(y)) (3.4)

Second, we encode the initial configuration using the following B(X;) formula:
Init = Va. (step(x) =0Acell(z) >0) = B_NotHead_qy(x)
A Fz. step(x) = 0 A cell(x) = 0 A B_Head_gq(x)

Third, we encode the termination condition saying that, at some step, the computation
reaches the final state:

Acceptance = Jz. \/ A_Head_q ()
Ael



Finally, we encode each transition, i.e., the condition defining when two successive
configurations correspond to a valid transition in the machine. For this, we have to fix the
token storing the head in the current configuration (x), the tokens at the left (z;) and at the
right (z,) of the head in the current configuration, and the tokens in the next configuration
having the same position than z, ;, and x, (', ], resp. z.). When this identification is
done (see the left part of the implication), we have to decompose the global transition over
all transitions § € A:

Trans = Vz,x, 2, Vo', 2], 2]

Head(z)

step(x) = step(x;) A step(x) = step(z;)

—(Jy. cell(x;) < cell(y) < cell(x))

—(Jy. cell(z) < cell(y) < cell(zy))

=(Jy. step(x) < step(y) < step(x’))

step(az’) = step(x)) A step(z’) = step(z].)

cell(xz) = cell(z") A cell(x;) = cell(x]) A cell(x,) = cell(z;,)

>>>>> >

/ / /
— Vsea Trans;(z, 27, z,, 2/, 27, 27.)

where Transg relates its parameters accordingly to transition §. For example, if the transi-
tion ¢ is of the form (¢, X,¢,Y, L) (the case of head moving at right is symmetrical), then
we obtain the following Iy formula:

Transs(z, 2, o, 7', 2, 7)) = X _Head_q(x) N Y _NotHead_q' (x')
A Aaer(A-NotHead_q(x;) = A_Head_q'(x}))
yFr Ny F
N oy F o Ny F
AN Yy, | A step(y) = step(z) — Same(y,y’)
A step(y') = step(z')

A cell(y) = cell(y')
where the shorthand notation Same(y,y’) stands for

/\ A_NotHead _p(y) < A_NotHead_p(y')
A€eT peq
and expresses that the two tokens y and 3’ carry the same letter. Then, the Trans formula
is in B(X1).
The conjunction Tapes AInit ATrans AAcceptance is a Ils formula which is satisfiable

iff there is an accepting run. This reduction shows the undecidability of satisfiability for Il
fragment of CML(N?, {0}, {<}). O]

4. SATISFIABILITY PROBLEM: A GENERIC DECIDABILITY RESULT

We prove in this section that the satisfiability problem for formulas in the fragment X,
of CML is decidable whenever this problem is decidable for the underlying color logic.

Theorem 4.1. The satisfiability problem of the fragment Yo of CML(CN,Q, ), for any
N > 1, is decidable provided that the satisfiability problem of FO(C,Q, =) is decidable.
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Proof. The idea of the proof is to reduce the satisfiability problem of s formulas to the
satisfiability problem of ¥g formulas. We proceed as follows: we prove first that the fragment
Y9 has the small model property, i.e., every satisfiable formula ¢ in s has a model of a
bounded size (where the size is the number of tokens in each place). This bound corresponds
actually to the number of existentially quantified token variables in the formula. Notice that
this fact does not lead directly to an enumerative decision procedure for the satisfiability
problem since the number of models of a bounded size is infinite in general (due to infinite
color domains). Then we use the fact that over a finite model, the universal quantifications
in ¢ can be transformed into finite conjunctions in order to build a formula @ in 3 which is
satisfiable if and only if the original formula ¢ is satisfiable. Actually, @ defines precisely the
upward-closure of the set of markings defined by ¢ (w.r.t. the inclusion ordering between
sets of colored markings, extended to vectors of places). Finally we show that the ¥,
formula @ is satisfiable if and only if the X formula obtained by transforming existential
quantification over tokens into existential quantification over colors is decidable.

We define the size of a marking M to be the number of tokens x for which placey;(x) #
L. A marking M’ is said to be a sub-marking of a marking M if all tokens in M’ for which
placep(x) # L are mapped identically by M and M’. We also define the upward closure
of a set of markings M to be the set of all the markings that have a sub-marking in M.
First, we show the following lemma:

Lemma 4.2. Let ¢ be a Yo closed formula ¢ = 37.37. V?. ¢ where 7 and 7 are token
variables, 7 are color variables, and ¢ is a Xg formula. Then:

(1) ¢ has a model iff it has a model of size less than or equal to | Z|.
(2) The upward closure of [¢] w.r.t. the sub-marking ordering is effectively definable in ¥y .

Proof. Point (1): (<) Immediate.
(=) Let M be a model of ¢. Then, there exists a vector of tokens £ C N, a vector of colors
@ C C, and two mappings 0 : T — 7 and v: 7 — @ such that M Fo, VY. ¢

leen any universally quantified formula it is always the case that if it is satisfied by
a marking then it is also satisfied by all its sub-markings (w.r.t inclusion ordering). In
particular, we define M’ to be the sub-marking of M that agrees only on tokens in ¢ .
Then, we have M’ =y, V. ¢, and therefore M’ |= 37. 37. V. ¢. Therefore, for the
fragment Yo, every satisfiable formula ¢ = 7. 37. VY. ¢ has a model of size less or equal
than |?| However this fact does not imply the decidability of the satisfiability problem
since the color domain is infinite.
Point (2): We show that for any formula ¢ in X9 it exists a formula ¢ such that any model
M of ¢ has a sub-marking M’ which is a model of @, i.e., the upper closure of the set of
models of ¢ is given by the set of models of ©.

Let © be the set of all (partial or total) mappings o from elements of 7 to elements of
z. Then, we have that any model M of ¢ is also a model of 37. 37. (1) where

1):/\V7.<(( /\ y=o(y /\ /\y;ém :><,0)
c€O yEdom(o) ygdom(o) ze@

This means that there exists a vector of tokens t C N, a vector of colors 7 C C, and two
mappings 0 : T — 7 and v: 7 — @ such that M = ¢, Consider now M’ to be the
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sub-marking of M that agrees only on tokens in 7. Then, M =g, o) implies that:

M, N VY (N v=0c) =)

o€
dom(o)=7 vey

which is equivalent to M’ = ¢ with:
=37.37. N\ ele(¥)/V]

oc€eO
dom(o)=7
By definition of @, any of its minimal models is also a model of ¢, and any of the models
of ¢ has a sub-model that is a model of ©. L]

A direct consequence of the lemma above is that it is possible to reduce the satisfiability
problem from 35 to 3;. To prove the main theorem, we have to show that the satisfiability
problem of ¥; can be reduced to one of ¥g. Let us consider a ¥y formula ¢ = 37, ¢ with
¢ in Eo.

We do the following transformations: (1) we eliminate token equality by enumerating
all the possible equivalence classes for equality between the finite number of variables in 7,
then (2) we eliminate formulas of the form p(x) by enumerating all the possible mappings
from a token variable z to places in P, and (3) we replace terms of the form d(z) by fresh
color variables. Let us describe more formally these three transformations.

Step 1: Let B(Z') be the set of all possible equivalence classes (w.r.t. the equality relation)
over elements of 7’: an element e in B(7’) is a mapping from 7 to a vector of variables
7€) C 7 that contains only one variable for each equivalence class.

We define ¢, to be qb[?(e) / 7] where, after the substitution, each atomic formula that
is a token equality is replaced by “true” if it is a trivial equality x = x and by “false”
otherwise. Clearly ¢ is equivalent to

VIO A £ no,
e€B(T) i)

Step 2: Similarly, we eliminate from ¢, the occurrences of formulas p(x). For a mapping
o € [Z® — P] and a variable z, o(z)(z) is a formula saying that the variable x is in the
place (). We use the notation o()(7) instead of A, o(2;)(x;). Again, for each value of
o and e we define ¢, , to be ¢, where each atomic sub-formula p(x) is replaced by “true”
if o(x) = p and by “false” otherwise.

Then, we obtain an equivalent formula p_ ,:

Vo 39N £\ a@NEO) Ao,

e€B(T) i7#] oe[z (&) =P

where sub-formulas ¢. , do not contain any atoms of the form a:l(-e) = azge) or p(a:l(-e)). Still,

@eo 1s not a ¥g formula, because it contains terms of the form oy (x).
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Step 3: For each coloring symbol §, and each token variable z € ?(e), we define a color
variable sy, . Let 5 be a vector containing all such color variables for each variable in

Z(©) . Then the formula p—p is satisfiable iff the following ¥ formula is satisfiable:

\/ Js.. \/ Geo8k2/0k(T) 1 <ha N peT @
eeB(T) oc[7 (&) =P

Therefore, the satisfiability problem of s can be reduced to satisfiability problem of
>0, which is decidable by hypothesis. ]

Complexity: From the last part of the proof, it follows that the satisfiability problem of
a Y1 formula can be reduced in NP time to the satisfiability problem of a formula in the
color logic FO(C, 2, Z). Indeed, in Step I an equivalence relation between the existentially
quantified variables 2 is guessed and in Step 2 a place in P for the representative of each
equivalence class is guessed, and given these guesses, a Xy formula of linear size (w.r.t. the
size of the original ¥;) is built.

From the first part of the proof, it follows that the reduction from the satisfiability
problem of a 35 formula to the satisfiability of a ¥; formula is in general exponential. More
precisely, if ¢ = 37. IZ. VY. ¢ is a Xy formula, then the equi-satisfiable 1 formula 3 is
of size O(|?||7| |p|). Therefore, the reduction of a 39 formula to an equi-satisfiable formula
in 3¢ is in NEXPTIME.

If the number of universally quantified variables (i.e., |7/]) is fixed, the reduction to an
equi-satisfiable ¥; formula @ becomes polynomial in the number of existentially quantified
variables (i.e., |Z|). Then, in this case, the complexity of the reduction from Y formulas
to equi-satisfiable ¥ formulas is in NP.

5. CONSTRAINED PETRI NETS

We introduce hereafter models for networks of processes based on multiset rewriting
systems with data.

A Constrained Petri Net (CPN) over the logic CML(CV,,E) is a tuple S = (P,A)
where IP is a finite set of places used in CML, and A is a finite set of constrained transitions
of the form:

Diyee s P > Qlye s Qm @ (5.1)
where p;,q; € Pforalli € {1,...,n} and j € {1,...,m}, and ¢ is a CML(C",Q, Z) formula
called the transition guard such that (1) FV(p) = {z1,...,z,} U{y1,...,ym}, and (2) all
occurences of variables y; in ¢, for any j € {1,...,m}, are in terms of the form d;(y;), for
some k€ {1,...,N} .

Configurations of CPNs are colored markings. Intuitively, the application of a con-
strained transition to a colored marking M (leading to a colored marking M’) consists in
(1) deleting tokens represented by the variables z; from the corresponding places p;, and in
(2) creating tokens represented by variables y; in the places ¢;, provided that the formula
© is satisfied. The formula ¢ expresses constraints on the tokens in the marking M (espe-
cially on the tokens which are deleted) as well as constraints on the colors of created tokens
(relating these colors with those of the tokens in M).

Formally, given a CPN S, we define a transition relation —g between colored markings
as follows: for every two colored markings M and M’, we have M —g M’ iff there exists a
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constrained transition of the form (5.1I), and there exist tokens ¢y,...,t, and t},...,t,, s.t.

Vi,j€{l,...,n}. i #j=t; #t;, and Vi,j € {1,...,m}. i # j = t; # t’, and

(1) Vi € {1,...,n}. placep(t;) = p; and placey (t;) = L,

(2) Vie {1,...,m}. placer(t;) = L and placeyy (t,) = i,

(3) vteN,ifVie {l,...,n}. t #t; and Vj € {1,...,m}. t # ¢}, then M(t) = M'(t),

(4) M =, pleolorar k() /0k (Y;)]1<k<N,1<j<m, Where 6 € [T' — NJ is a valuation of token
variables such that Vi € {1,...,n}. 6(z;) = t;, and vy is the empty domain valuation of
color variables.

Given a colored marking M let postg(M) = {M' : M —g M’} be the set of all
immediate successors of M, and let preg(M) = {M' : M’ —g M} be the set of all
immediate predecessors of M. These definitions can be generalized straightforwardly to

sets of markings. Given a set of colored markings M, let preg(M) = preg(M), where (7)
denotes complementation (w.r.t. the set of all colored markings).

Given a fragment © of CML, we denote by CPN[O] the class of CPN where all transition
guards are formulas in the fragment ©. Due to the (un)decidability results of sections [3]
and [ we focus in the sequel on the classes CPN[32] and CPN[X].

6. MoDELING POWER OF CPN

We show in this section how constrained Petri nets can be used to model (unbounded)
dynamic networks of parallel processes. We assume that each process is defined by an
extended automaton, i.e., a finite-control state machine supplied with variables and data
structures ranging over potentially infinite domains (such as integer variables, reals, etc).
Processes running in parallel can communicate and synchronize using various kinds of mech-
anisms (rendez-vous, shared variables, locks, etc). Moreover, they can dynamically spawn
new (copies of ) processes in the network.

More precisely, let Q be the finite set of control locations of the extended automata,
and let 7 = (l1,...,In) and 7 = (g1,.-.,9¢) be the sets of local respectively global vari-
ables manipulated by these automata. Transitions between control locations are labeled by
actions which combine (1) tests over the values of local/global variables, (2) assignments of
local/global variables, (3) creation of a new process in a control location, (4) synchroniza-
tion (e.g., CCS-like rendez-vous, locks, priorities, etc.). Tests over variables are first-order
assertions based on a set of predicates =. Variables are assigned with expressions built from
local and global variables using a set of operations Q.

Example 6.1. Reader-writer is a classical synchronization scheme used in operating sys-
tems or other large scale systems. It allows processes to work (read and write) on shared
data. Reader processes may read data in parallel but they are exclusive with writers. Writer
processes can only work in exclusive mode with other processes. A reader-writer lock is used
to implement such kind of synchronization for any number of readers and writers. For this,
readers have to acquire the lock in read mode and writers in write mode.

Let us consider the program proposed in [FFQ02| and using the reader-writer lock given
in Table It consists of several Reader and Writer processes. The code of each process
is given in Table [6.Il (To keep the example readable, we omit the processes spawning
the readers and writers.) The program uses a global reader-writer lock variable 1 and a
global variable x representing the shared data. Each Reader process has a local variable y.
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process Writer: process Reader:
1: l.acq_write(_pid); 1 l.acq_read(_pid);
2: x = g(x); 2: y = f(x);
3: l.rel_write(_pid); 3: l.rel_read(.pid);
4: 4:

Table 1: Example of program using reader-writer lock.

l.acqurite(pid) x:=g(x) l.rel write(_pid)
wl w2 w3

1l.acq-read(_pid) y:=f(x) l.rel read(_pid)
rl 72 r3

Figure 1: Extended automata model for the program in Table [6.1]

Moreover, each process has a unique identifier represented by the _pid local variable. Let
us assume that x, y, and _pid are of integer type. Writer processes change the value of the
global variable x after acquiring the lock in write mode. Reader processes are setting their
local variable y to a value depending on x after acquiring the lock in read mode.

Then, the extended automata model for the program in Table is obtained by asso-
ciating a control location to each line of the program and by labeling transitions between
control locations with the statements of the program. The extended automata model is
provided on Figure

We show hereafter how to build a CPN model for a network of extended automata
described above. The logic of markings used by the CPN model is defined by CML(CY,Q, =)
where N > 1 is the (maximal) number of local variables of each process. To each control
location in @ and to each global variable in ? is associated a unique place in P. Then,
each running process is represented by a token, and in every marking, the place associated
with the control location g € Q contains precisely the tokens representing processes which
are at the control location gq. The value of a local variable I; of a process represented by
token ¢ is given by 0;(t). For global variables which are scalar, the place associated in PP (for
convenience, we use the same name for the place and the global variable) contains a single
token whose first color stores the current value of the global variable. Global variables
representing parametric-size collections may also be modeled by a place storing for each
element of the collection a token whose first color gives the value of the element. However,
we cannot express in the decidable fragment 3o of CML the fact that a multiset indeed
encodes an array of elements indexed by integers in some given interval. The reason is that,
while we can express in II; the fact that each token has a unique color in the interval, we
need to use Ily formulas to say that for each color in the interval there exists a token with
that color. Nevertheless, for the verification of safety properties and for checking invariants,
it is not necessary to require the latter property.

The set of constrained transitions of the CPN associated with the network are obtained
using the following general rules:
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%
Test: A process action ¢ M q' where ¢ is a FO(C, Q, Z) formula, is modeled by:
G+1
001,90 = 459196 en A\ wiali)
i=1

Assignment: A process action g ¢’ where t is a vector of N + G Q-terms,

is modeled by:

N G
001,96 = @hg1-- 90 0 N\oily) =tin AN\ G1(yj41) = tvegm
i=1 j=1
where 7 is the substitution defined in the previous case.

In the modeling above, we consider that the execution of the process action is atomic.
When tests and assignments are not atomic, we must transform each of them into a sequence
of atomic operations: read first the global variables and assign their values to local variables,
compute locally the new values to be assigned /tested, and finally, assign/test these values.
Process creation: An action spawning a new process ¢ M) ¢’ is modeled using a tran-
sition which creates a new token in the initial control location q¢ of the new process:

a—=dq,q : ia(l) Ao

where ¢ is /\fil 0i(y2) = null with null the general initial value for local variables.
Moreover, it is possible to associate with each newly created process an identity classi-
cally defined by a positive integer number. For that, let us consider that the first color d;
gives the identity of the process represented by the token. To ensure that different processes
have different identities, we express in the guard of every transition which creates a process
the fact that the identity of this process does not exist already among tokens in places

corresponding to control locations. This can easily be done using a universally quantified

(IT;) formula. Therefore, a spawn action ¢ M) ¢ is modeled by:

a—=q.,q0 : via(l) Agj

where

N
¥o = /\ 6i(y2) = null A /\ vt € L. =(61(y2) = 01(1))

i=2 €9
The modeling of other actions (such as local/global variables assignment/test) can be mod-
ified accordingly in order to propagate the process identity through the transition. Notice
that process identities are different from token values. Indeed, in some cases (e.g., for mod-
eling value passing as described further in this section), we may use different tokens (at
some special places representing buffers for instance) having the same identity d;.
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wy: wliw — w2;w : —(3Iz €r true) Ada(xz) < 0Ad(y2) = d1(x1)A
01(y2) = d1(w2) A pia(1)

w3, r 1 02(y2) = g(02(z2)) A d1(y2) = d1(w2) A pia(l)
w4, w (52(%2) = 51(%1) A\ (52(y2) =—1A 51(y2) = 1(%2) A\ %’d(l)

i)

we 1 w2,x

!

ws: w3, w

T rl = r2,r o (Vz€w. d(z) <0)Adi(y2) = 01(z1) A pia(1)
ro:r r2x = rdx o ba(yn) = f(G2(x2)) A di(m1) =0i(y1) A pia(2)
rg:  r3,r < r4 : 01(z1) = 01(22) A pia(l)

Table 2: CPN model of reader-writer lock.

Synchronization using locks: Locks can be simply modeled using global variables storing
the identity of the owner process, or a special value (e.g. —1) if it is free. A process who
acquires the lock must check if it is free, and then write his identity:

q,lock — ¢’ lock : 61(x2) = —1 A61(y2) = 51 (1) A ...

To release the lock, a process assigns —1 to the lock, which can be modeled in a similar way.
Other kinds of locks, such as reader-writer locks, can also be modeled in our framework as
we show in the following example.

Example 6.2. Let us consider the extended automaton using the reader-writer lock given
on Figure For each of its states we introduce a place (e.g., place r3 for state r3). For
the scalar global variable x, we create a place x containing a single token.

The global variable representing the reader-writer lock is modeled following the classical
implementation [Ari05] which uses two variables:

e a global integer w to store the identifier of the process holding the lock in write mode or
—1 if no such process exists (process identifiers are supposed to be positive integers), and
e a global set of integers r to represent the processes holding the lock in read mode.

Acquire (acq.read, acq write) and release (rel.read, rel write) operations are accessing
variables w and r atomically. Then, we introduce a place w (containing a single token)
for the scalar global variable w. For the global set variable r we introduce a place which
contains a token for each Reader process owning the lock. By consequence, we need two
colors for each token in the system: ;1 to store the identity of processes and §5 to store the
local variable y for tokens representing Reader processes and the value of global variables
w and x for tokens in places w resp. x.

Therefore, the CPN model obtained is defined over the logic CML(N?, {0, f, g}, {<}), its
set of places is P = {rl,r2,r3,r4,wl, w2, w3, w4, r,w, z}, and its transition set A is given
in Table This model belongs to the class CPN[II;].

Value passing, return values: Processes may pass/wait for values to/from other processes
with specific identities. They can use for that shared arrays of data indexed by process
identities. Such an array A can be modeled in our framework using a special place containing
for each process a token. Initially, this place is empty, and whenever a new process is
created, a token with the same identity is added to this place. Then, to model that a
process reads/writes on A[k], we use a transition which takes from the place associated
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with A the token with color ¢; equal to i, reads/modifies the value attached with this
token, and puts the token again in the same place. For instance, an assignment action

q M q' executed by some process is modeled by the transition:

G A= g A Gi(x) =k A Say2) =e A Si(y2) = d1(z2) A (1)

Rendez-vous synchronization: Synchronization between a finite number of processes can be
modeled as in Petri nets. CPNs allow in addition to put constraints on the colors (data) of
the involved processes.

Priorities: Various notion of priorities, such as priorities between different classes of pro-
cesses (defined by properties of their colors), or priorities between different actions, can be
modeled in CPNs. This can be done by imposing in transition guards that transitions (per-
formed by processes or corresponding to actions) of higher priority are not enabled. These
constraints can be expressed using II; formulas. In particular, checking that a place p is
empty can be expressed by Vz. —p(z). (Which shows that, as soon as universally quantified
formulas are allowed in guards, our models are as powerful as Turing machines, even for
color logics over finite domains.)

7. COMPUTING POST AND PRE IMAGES

We address in this section the problem of characterizing in CML the immediate succes-
sors/predecessors of CML definable sets of colored markings.

Theorem 7.1. Let S be a CPN[X,], for n € {1,2}. Then, for every CML closed formula
@ in the fragment %, the sets postg([¢]) and preg([¢]) are effectively definable by CML
formulas in the same fragment %,,.

Proof. Let ¢ be a closed formula, and let 7 be a transition P < ¢ : ¢ of the system
S. W.lo.g., we suppose that ¢ and v are in special form (see definition in Section 2.3.3]).
Moreover, we suppose that variables in 7 and 7 introduced by 7 have fresh names, i.e.,
different from those of variables quantified in ¢ and . We define hereafter the formulas
©Ypost = postg([¢]) and ppre = preg([¢]) for this single transition. The generalization to the
set of all transitions is straightforward.

The construction of the formulas @post and @pre is not trivial because our logic does not
allow to use quantification over places and color mappings in [N — C]. Intuitively, the idea
is to express first the effect of deleting/adding tokens, and then composing these operations
to compute the effect of a transition.

Let us introduce two transformations © and @ corresponding to deletion and creation
of tokens. These operations are inductively defined on the structure of special form formulas
in Tables B and Al

The operation © is parameterized by a vector Z of token variables to be deleted,
a mapping loc associating with token variables in 7 the places from which they will
be deleted, and a mapping col associating with each token variable in 7 and eack k €
{1,...,N} a fresh color variable in C. Intuitively, © projects a formula on all variables
in 7. Rule &, substitutes in a color formula r( t) all occurences of colored tokens in zZ
by fresh color variables given by the mapping col. A formula z = y is unchanged by the
application of & if the token variables x and y are not in 7; otherwise, rule &3 replaces
x =y by “true” if it is trivially true (i.e., we have the same variable in both sides of the
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O1: true © (Z,loc,col) =  true
— —
O : r(t)oe (7, loc,col) = r(t )[col(z)(k‘)/&k(z)]lSkSMze?
rT=y if z,y¢g 7
O3 : (x=y)o (Z,loc,col) = true ife=y
false otherwise
Oaq: (_'(10) S/ (7710(:7(:01) = _'(90@ (7710(:7(:01))
51 (p1 V) ©(7,1loc,col) = (916 (7F,1oc,col)) V(g2 © (Z,1oc,col))
O6: (Brep ¢)o(Z,loc,col) = 3Jzep (po(7Z,loc,col))V

Ve 100()=p(¥l2/2]) © (Z,1loc, col)

Table 3: Definition of the © operator.

@1 : true & (7,loc) = true
@ : r(?) @ (Z,loc) = 7“(7)
=1y if 2,y 7
B3 : (x=y)®(Z,loc) = true ife=y
false otherwise
&1 (~0) @ (Z,10c) = -(p&(Z,1oc))
@5: (p1Vge) ®(F,loc) = (p1®(F,1oc)) V(g2 ® (7, 1oc))
®s: (Fxep @)@ (Z,loc) = 3Tzep (p®(Z,1loc)) A N2e? 10c(x)=p (@ = 2)

Table 4: Definition of the & operator.

equality) or by “false” if x (or y) is in 7. Indeed, each token variable in 7 represents (by the
semantics of CPN) a different token, and since this token is deleted by the transition rule, it
cannot appear in the reached configuration. Rules ©4 and S5 are straightforward. Finally,
rule &¢ does a case splitting according to the fact whether a deleted token is precisely the
one referenced by the existential token quantification or not.

The operation @ is parameterized by a vector Z of token variables to be added and a
mapping loc associating with each variable in Z the place in which it will be added. Intu-
itively, ® transforms a formula taking into account that the tokens added by the transition
were not present in the previous configuration (and therefore not constrained by the origi-
nal formula describing the configuration before the transition). Then, the application of &
has no effect on color formulas r(?) (rule ®2). When equality of tokens is tested, rule @3
takes into account that all added tokens are distinct and different from the existing tokens.
For token quantification, rule ®¢ says that quantified tokens of the previous configuration
cannot be equal to the added tokens.

Therefore, we define ppost. to be the formula:

3y e ¢.37. (e AY) O (Z, 7 — P, 2 —[1,N] — ?))) ® (Y, Y~ q) (7.1)

In the formula above, we first delete the tokens corresponding to 7 from the current
configuration ¢ intersected with the guard of the rule v. Then, we add tokens corresponding
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to 7 Finally, we close the formula by quantifying existentially (1) the color variables <
corresponding to colors of deleted tokens 7 and (2) the token variables 7 corresponding
to the added tokens.

Similarly, we define @pre_ to be the formula:

37 € .37 (¢ (T, T~ P)A)o(F, T~ 1.7~ LN = 72) (12

In the formula above, we first add to the current configuration the tokens represented by
the left hand side of the rule 7’ in order to obtain a configuration on which the guard ¢ can
be applied. Then, we remove the tokens added by the rule using token variables 7 Finally,
we close the formula by quantifying existentially (1) the color variables < corresponding
to colors of removed tokens 3 and (2) the token variables 2 corresponding to the added
tokens. It is easy to see that if ¢ and ¢ are in the X, fragment, for any n > 1, then both
of the formulas @pest. and @pre_ are also in the same fragment ¥,,. ]

Complexity: Let ¢ be a 35 formula, and let 7 = ? — 7 : 1) be a transition of a system
S € CPN[X3]. Then the sizes of formulas post, () and pre (¢) are in general exponential
in the number of quantifiers in ¢ A 1. More precisely, the size of the post (resp. pre) image
of v is O(|F|") (resp. O(|7|")) times greater than the size of the formula ¢ A ¢, where
n is the number of quantifiers in ¢ A . This exponential blow-up is due to the rule S¢ in
Table Bl If the number of the quantified variables in ¢ A is fixed, then the size of post, ()
(resp. pre,(p)), increases polynomially w.r.t. the size of the formula ¢ A .

Example 7.2. To illustrate the construction given in the proof above, we consider the
logic CML(N, {0},{<}) and the CPN S = (P, A) with P = {p,q,r} and A containing the
following transition:

T opesq oz Si(x) > 0A(3t € q di(t) = 6i(y))

Intuitively, this transition moves a token with positive color from place p to place ¢ and
assigns to its color a value non-deterministically chosen in N but different from all colors of
tokens in place q.

We illustrate the computation of post-image of 7 on two formulas in special form ¢ =
(3x € r. true) and po = (Va,y € p. x = y). Intuitively, ¢ says that the place r contains at
least a token, and ¢4 says that any two tokens in place p are equal, i.e., place p contains at
most one token. Since ¢; is not speaking about places involved in the transition 7 (i.e., p
and ¢), we expect to obtain a stable post-image by 7, i.e., 1 post, = ¢1. Conversely, o
speaks about a place changed by 7, so its image cannot be stable. In the remainder of this
example we give the details of the construction of the post-images by 7 for ¢ and ps.

By applying the equation [l to @1 we obtain:

Plpost, = 3Y1 € q. 31z, (01 Ad1(z1) >0A(Ft € q. 01(t) = 61(y1))
) ({zih Az = ph Az = 1= e })
& ({y1} {ya = a})
In the following, we denote by loc,,, col,,, and loc,, the mappings {1 — p}, {1 — 1 —
Cla }, Tesp. {y1 — q}.
First, we compute the effect of applying the & operation on ¢; and the guard of 7 using
the rules given in Table Bl By applying several times rules &4 and &5 to distribute & over



20 A. BOUAJJANI, C. DRAGOI, C. ENEA, Y. JURSKI, AND M. SIGHIREANU

A and — we obtain:
01 © ({21}, locy,, coly,)
A (61(z1) > 0) & ({x1},locy,, coly,)
A (Bt € q. 61(t) =61(y1)) © {21}, Locy,, coly,))
By applying rule &g two times, ©2 one time, and by replacing the empty disjunction by
false, we obtain:
(3z € r. true © ({21}, 1ocy,, coly,) V false)
A (c1z >0)
A (3t eq (61(t) = 61(y1)) © ({21}, 1oca,, coly,) V false)
Rules &1 and 65 are applied to obtain the final result:
(Fz € r. true)
A (c1z >0)
A (3t e g 1(t) =d1(y1))

On the above formula is applied the & transformation using the rules given in Table @l
By applying several times rules @4 and @5 to distribute @& over A and —, we obtain:

(Fz € r. true) @ ({y1},1locy,)
A (6171‘1 > 0) D ({y1}7 1ocy1)
A (Bt eq 6i(t) =d1(y1)) ® ({y1},Locy,))

By applying two times rules @®g and @9, and by replacing empty conjunctions by true we
obtain:

(Fz e r. true ® ({y1},Llocy,) A true)
A (10, > 0)
A =Bt e q (01(t) = 01(y1)) ® ({y1}, locy,) A ~(t=w1))
Rules @1 and @9 are applied to obtain the final result:
(Jx € r. true)
N (c1z >0)
A ﬂ(ﬂt €q.61(t) =d1(y1) N —(t= yl))
Therefore, the immediate successors of ¢ by 7 are given by the following CML formula:
¥1,post,,
= 3y € ¢ Jerg,. (Fx € v true) A ez, = 0)A-(3t € q. 61(t) =61 (y1) A —(t =)
= (Jz € r. true) A (Elyl €q.3c1z- (10, > 0)A —|(E|t €q.01(t) =01(y1) N —(t= yl)))

where the last equality has been obtained by applying classical rules for quantifiers. It is
easy now to see that o1 pest. = 1.

Now, we consider 9 and we apply the equation [Z.I] to obtain:
Y2post, = Y1 €q. 31z, (P2 Ao1(x1) >0A(3t € q. 01(t) = 61(y1))
) © ({z1},locy,,coly,)
@ ({y1}7 1°Cy1)
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We only detail the effect of @ and & operators on o, since the computation for the conjunct
representing the guard of 7 is the same as for ¢;.

In order to apply © on @9, we use the equivalent form of ¢, ie., =(3x € p. Jy €
p. (x = y)). Then, the effect of the © operation on ¢, is obtained by applying two times
the rules ©4 and ©g¢ as follows:

26 ({z1},10cy,,c0ly) = —~((Fzep. (y€p. ~(z=y)O ({z1},1ocy,, coly,))
Va(x =21) © ({21}, locy,,coly,) )
V (Jy € p. ~(21 = y)) © ({21}, 1ocy, , coly,))
By applying several times rules 63, ©4, and ©g we obtain:
w2 © ({x1},locy,, coly,)
= =( (zep. Fyep ~(z=y)V(false) )
V (Jy € p. ~(z1 =y) © ({1}, Locy,,coly,) V (z1 = 21) © {21}, locy,, colxl)))
= —( (3= €p. 3y € p. true)
V (Jy € p. ~(false) V —(true)))
= —(3z € p. Jy € p. true) A ~(y € p. true)
= (Vx,y € p. false) A (Vy € p. false)
= (Yx € p. false)
The last equivalence above is obtained from the classical properties of quantifiers. The
final result is the one expected intuitively: the effect of removing the token x1 in p from a
configuration where there is at most one token in p (see meaning of (9) is a configuration
with no token in p.

It is easy to show that the effect of ®({y1},1ocy,) on the last formula above is null.
Therefore, the immediate successors of o by 7 are given by the following CML formula:
¥2,post.,

= Ty € q. Ic14,- (Y € p. false) A (c14, > 0) A —|(E|t €q.61(t) =01(y1) N —(t= y))
(Vx € p. false) A (Elyl €q.3c1 g, (10, = 0) A —|(E|t €q.61(t) =01(y1) N =(t= y)))

More complex examples of post-image computations for the reader-writer lock example
are provided in Section

8. APPLICATIONS IN VERIFICATION

We show in this section how to use the results of the previous section to perform various
kinds of analysis. Let us fix for the rest of the section a first order logic FO(C, 2, Z) with a
decidable satisfiability problem and a CPN S.

8.1. Pre-post condition reasoning. Given a transition 7 in .S and given two formulas ¢
and ¢, (o, 7,¢') is a Hoare triple if whenever the condition ¢ holds, the condition ¢ holds
after the execution of 7. In other words, we must have post.([¢]) C [¢], or equivalently that
post.([¢]) N [—¢'] = 0. Then, by Theorem [T and Theorem F.1] we deduce the following:

Theorem 8.1. If S is a CPN[Xs], then the problem whether (p,T,¢’) is a Hoare triple is
decidable for every transition T of S, every formula ¢ € ¥o, and every formula ¢’ € 5.
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8.2. Bounded reachability analysis. An instance of the bounded reachability analy-
sis problem is a triple (Init,Target,k) where Init and Target are two sets of configu-
rations, and k is a positive integer. The problem consists in deciding whether there ex-
ists a computation of length at most k& which starts from some configuration in Init and
reaches a configuration in Target. In other words, the problem consists in deciding whether
Target N Jy<;<p, Posts(Init) # 0, or equivalently whether Init N Jy<;<, prels(Target) # 0.
The following result is a direct consequence of Theorem [7.1l and Theorem F.11

Theorem 8.2. If S is a CPN[X2], then, for every k € N, and for every two formulas
1,917 € Yo, the bounded reachability problem ([p1], [er], k) is decidable.

8.3. Checking invariance properties. Invariance checking consists in deciding whether
a given property (1) is satisfied by the set of initial configurations, and (2) is stable under
the transition relation of a system.

Formally, given a CPN S with transitions in A and a closed formula ¢;;,;; defining the
set of initial configurations, we say that a closed formula ¢ is an inductive invariant of
(A, init) if and only if (1) [@init] C [¢], and (2) post.([¢]) C [¢] for any 7 € A. Clearly,
(1) is equivalent to [pinit] N [~¢] = 0, and (2) is equivalent to post,([¢]) N [-¢] = 0. By
Theorem [7.I] and Theorem 1] we have:

Theorem 8.3. The problem whether a formula ¢ € B(X1) is an inductive invariant of
(A, Qinit), where A € CPN[Xs] and pini € Yo is decidable.

The deductive approach for establishing an invariance property considers the inductive
invariance checking problem given by a triple (@init, Pinvs Paus) Of closed formulas expressing
sets of configurations, and which consists in deciding whether (1) [@init] € [Pauz], (2)

[auz] € [@inv], and (3) @aus is an inductive invariant. The following result is a direct
consequence of Theorem [7.T, Theorem 1] and of the previous theorem.

Theorem 8.4. If S is a CPN[Xs], then the inductive invariance checking problem is decid-
able for every instance (Pinit, Pinvs Pauz) Where Yinit € Yo, and Yiny, Paue € B(X1) are all
closed formulas.

Of course, the difficult part in applying the deductive approach is to find useful auxiliary
inductive invariants. One approach to tackle this problem is to try to compute the largest
inductive invariant included in ¢;p, which is the set (), F%g(goinv). Therefore, a method
to derive auxiliary inductive invariants is to try iterativgly the sets Qiny, Cinv N preg(Yiny),
Vinv N preg(Yiny) N [%%(gpinv), etc. In many practical cases, only few strengthening steps
are needed to find an inductive invariant. (Indeed, the user is able in general to provide
accurate invariant assertions for each control point of his system.) The result below implies
that the steps of this iterative strengthening method can be automatized when CPN[X;]
models and II; invariants are considered.

Theorem 8.5. If S is a CPN[X4], then for every closed formula ¢ in I1; and every positive
integer k, it is possible to construct a formula in Iy defining the set (o<« pres([e])-

The theorem above is a consequence of the fact that, by Theorem [(.1] for every S in
CPN[X1] and for every formula ¢ in IIy, it is possible to construct a formula @g also in II;

such that [oge] = preg([¢]).
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Complexity: Let 7 = P < ¢ : ¢ be a transition of a system S € CPN[X;], and let ¢ be
a B(Xp) formula. The satisfiability of post.(¢) A =@ can be reduced in nondeterministic
doubly-exponential time to the satisfiability problem of the color logic. This is due to the
fact that (1) the reduction to the satisfiability problem of the color logic is in nondetermin-
istic exponential time w.r.t. the maximal number of universally quantified variables in the
formulas —¢ and post.(¢), and that (2) the number of universally quantified variables in
post, () is exponential in the number of universally quantified variables in ¢ A 1.

Now, for fixed sizes of 7 and ¢, and for a fixed number of the quantified variables in
@A, the reduction to the satisfiability problem of the color logic is in NP. Such assumptions
are in fact quite realistic in practice (as shown in the following section for different examples
of parameterized systems). Indeed, in models of parametrized systems (see Section [G),
communication involves only few processes (usually at most two). This justifies the bound
on the sizes of left and right hand sides of the transition rules. Moreover, invariants are
usually expressible using a small number of process indices (for instance mutual exclusion
needs two indices) and relates only few of their local variables.

9. CASE STUDIES AND EXPERIMENTAL RESULTS

We illustrate the use of our framework on several examples of parameterized systems.
First, we consider the parameterized version of the Reader-Writer lock example provided
in [FFQO02]. We give for this case study the inductive invariant allowing to prove a suitable
safety property, and we show significant parts of its proof.

Then, we describe briefly a prototype tool for checking invariance properties based
on our framework, and we give the experimental results obtained on several examples of
parameterized mutual exclusion protocols and on the Reader-Writer lock case study.

9.1. Verification of the Reader-Writer Lock. A safety property of our example is “for
all Reader processes at control location 3, the local variable y has the same value, equal to
f(x)”, whose specification in CML is the following II; formula:

RF =Va e r3,t € xz. 6(a) = f(61(t))

Of course, this property is true only if all Reader and Writer processes respect the procedure
of acquiring the lock, i.e., there are no other processes in the system which are accessing
the global variable x. Therefore, a correct initial configuration of the CPN model given
on Table has no token in places r2, r3, w2, and w3, and only one token in place =x.
Moreover, all process identities stored in color d; are positive. We suppose that the lock is
free initially, i.e., the place r is empty and the place w contains a unique token with negative
09 color. Then, a correct initial configuration of the system is given by the following Init
formula in B(3):

Init = G4 A Ids N\ Initioer, A (Vt. = (r2(t) v r3(t) v w2(t) v w3(t))>

where
Gy = (Ft€a true) N (Vt,t' ex. t =t)
expresses that the place x contains a unique token,
Ids = Vt. 61(t) > 0
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expresses that all tokens have a positive color d; (representing their identity), and

Initiper, = (Fu € w. da(u) < 0) A (Vu,u’ € w. u=1u') A (Vt € r. false)
specifies the initial state of the lock: there is only one token in place w and its color dy is
negative, and the place r is empty.

The premises of Theorem B4 are fulfilled since the model proposed on Table [6.2] is in
CPN[I1;], and Init and RF are both in B(X;). It follows that we have to find an inductive
invariant uu,; € B(X1) such that Init = @au, and @eue = RF. We consider the
following B(X;) formula as candidate for ¢qy,:

Aur = G4 N Ids N RW, AN RW, N RF
where G, Ids and RF are defined above and
RW,, = (Fu € w. true) A (Vu,u’ € w. u=u") A ((Ft. w2(t) Vw3(t)) & (Fu € w. d2(u) > 0))
specifies that the place w contains only one token which color d is positive when a writer
process is accessing the global variable (because 02 stores the identity of the writer), and
RW, = (Ju. r2(v) Vr3(v)) < (3 € r. true)

expresses that the place » must contain a token when a reader process is accessing the global
variable (i.e., it is at locations r2 or r3).

Therefore, to check the safety property RF we have to show that: (1) Init — Aux,
(2) for any transition 7 in the system, post, (Aux) = Auz, and (3) Aux = RF. We let
the point (1) as an exercise. The point (3) follows trivially from the definition of Aux. In
the following, we detail the proof of the point (2) for one transition of the system, namely
w1, that we recall hereafter for readability:

wy: wliw — w2,w : —(3z€r true) Ada(xz) < 0AJ(y2) = d1(x1)A
01(y2) = d1(w2) A pia(1)

Using equation [Z.I], we obtain that the post-image of Auz by the transition w; has the
following form:

Auazpostwl
= dy1 € w2. Jy2 € w. Ic1 41,2015 Clzas C2,2-
( (Auz A —(3z € 7. true) A
02(w2) <0 A b2(y2) = 61(x1) A d1(y2) = d1(x2) A wia(l)
)& (%1003, colz)
) @ (7, locy)
where ? = (ZE1,$2), 1OC7 = [331 — wl,l‘Q —> w], col7 = [332 — k= Ck,x¢]l§i§2,l§k§2y
Y = (y1,¥2), and locy = [y1 + w2,y2 = w].
Before applying operators © and @, let us observe that Auz’s closed sub-formulas G,
RW,, RF, and —(3z € r. true) concern places which are not involved in the transition wj.

It can be shown that (and Example gives an illustration of this fact) these sub-formulas
are not changed by the application of & and @ operators. Therefore, we have to apply these
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operators only on the rest of sub-formulas of Auz and on the guard of wy, i.e.:
Auxpostw L

= Gy ANRW,.ANRF A—(3z € r. true) A
Jy1 € w2. Jy2 € w. 3I¢1 21, €221, Clza> C2,0-
( (Ids AN RWy,A
2(z2) < O A d2(y2) = d1(z1) A d1(y2) = 01(22) A pia(l)
) S (7, loc,col)
) (Y, loc)

By distributing the © operator over A (rules ©4 and ©5), and by applying three times the
rule ©9, we obtain:

Au:z:postwl
= Gz ANRW,. ANRF A —(3z € r. true) A
Jy1 € w2. Jys € w. 31,215,221, Clagy C2,20-
((Ids© (Z,loc=, col=) A RW, & (7, loc=, col=)A
Comy < OAO2(y2) = €10y AO1(Y2) = €1y A ia(1) © (7, Locy, colz)
) @ (7, locy)

The application of © on the Ids sub-formula uses the rules ©4 and &g and has as effect the
introduction of constraints on the ¢y ,, and cz ,, color variables:

Ids & (#,1ocw,colw) = (Vi 01(t) > 0) & (7, loce, col=)
Ids Necigy 2 0AClzy >0

The result of applying © on the RW,, sub-formula is (sometimes we omit the arguments of
© for legibility):
RW,, & (2, 1loco, col)

= ( (Qu e w. true)A

(Vu, v’ € w. u=u")A

((3t. w2(t) V w3(t)) & (Fu € w. 82(u) > 0))) © (7, Locy, coly)
(Fu € w. true) © (7', locy, colz) A
(Vu,u' € w. u=1u')& (Z,loc, cols) A
(3t. w2(t) V w3(t)) < (Fu € w. d2(u) > 0)) & (7, loc=, col=)
((Fu € w. true) V true) A
(Vu € w. (Vi' € w. (u=u)O) A (u=22)0) A (Vi € w. (z2 = u)O) A (2 = 32) © A
((Ft. w2(t) Vw3(t)) © (Ju € w. d2(u) > 0V ca g, > 0))

= trueA

(Vu € w. (Vu' € w. u=u') A false) A (Vu' € w. false) A true A
((Ft. w2(t) Vw3(t)) © (Ju € w. d2(u) > 0V ca g, > 0))

After some trivial simplification, we obtain:

RW, & (%,1oc=,col=) = (Yu € w. false) A

(3. w2(t) Vw3(t)) & (Fu € w. d2(u) > 0V a4, > 0))
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As expected, the first conjunct of the result obtained above says that after the deletion of
the x5 token in w, there is no more token in w.
The result of applying © on the ¢;4(1) sub-formula is:

0ia(1) & (7, 1oc=,col=) = (81(x1) = 1(y1) Adz(x1) = d2(y1)) © (2, locw, col=)
= O01(y1) = c1z N02(Y1) = c20y
Therefore, after applying the & operator we obtain:
Auazpostwl
= Gz ANRW,. ANRF AN —(3z € r. true) A
Jy1 € w2. Jys € w. 312,522, Clzsy C2,20-
((Ids Acrg, = 0Acrz, > 0A (Vu € w. false)A
((Ft. w2(t) Vw3(t)) & (Fu € w. d2(u) >0V ca 4, > 0))A
2,20 < ON02(y2) = C1y AO1(y2) = Clzy NO1(y1) = Cley N O2(Y1) = Co0y
) (Y, loc)
The @ operation transforms all sub-formulas containing quantifiers. Indeed, after dis-

tributing @ over conjunctions (rules @4 and @5) and after applying several times rules ®o
and @g, we obtain:

Auxpostw1
= Gy ANRW,.ANRF A—(3z € r. true) A
Jy1 € w2. Jy2 € w. 3¢1 21, €221, Clzo> C2,a0-
( (Vt. 61(t) >0V (t=y1)V(t=y2)) A Cle = OAClg, = OA
(Vu € w. false Vu = ya)A
(3t (w2(t) Vw3(®)) At # 1)< (Bu € w. da(u) > 0A (u#y2)) V oz, > 0))A
2,0y < ONO2(y2) = Crzy AN O1(y2) = Clay A O1(Y1) = €12y A O2(Y1) = C2.y

)

We can now apply the decision procedure defined in Section [ to prove that Au:z:postwl =
Auzx, i.e., Auazpostwl A —Auz is unsatisfiable. Instead of doing this proof, we give some hints
about the validity of this implication. First, we remark that by projecting color variables
€14, and ¢y 4, the Ids sub-formula of Auz is implied by the sub-formula (Vt. §;(¢) > 0V (t =
y1) V (t = y2)) and the constraints on 41 (y1) and 91 (y2):

Auxpostwl
= Gy ANRW, ANRF AN—(3z € r. true) A
Jy1 € w2. Jys € w. ez, €2,
( (Vt. 51(t) >0V (t =1y1)V (t = yg)) Nor(y1) > 0N 51(y2) > OA
(Vu € w. u = ya2)A
(e (Buew. da(u) >0A (uy2)Vcap = 0))A
2,0y < OAG2(y2) > 0AG2(y1) = Ccouy

)

Second, RW,, sub-formula of Aux is implied by the sub-formula Jy; € wsy. Jyo € w. ... (Yu €
w. u = ya) A--- Ad2(y2) > 0.... Finally, in the context of conjuncts ¢z ., < 0 and
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| Algorithm | Nb. rules | Inv. size | SMT Lemmas | Time (sec.) |
Burns [BL8&0) 9 6 92 0.81
Ticket 3 9 28 26.23
Bakery [LamT74] 3 5 10 0.15
Dijkstra [Dij65] 11 9 1177 18390.97
Martin [MarS0] 8 7 837 980.97
Szymanski [Szy88]| 9 12 293 1065.1
Reader-writer lock [FFQO02] 6 9 70 2195.68

Table 5: Experimental results.

(Vu € w. u = y2), the left member of the equivalence:
((Elt. (w2(t) Vw3(t)) At # 1)) © ((Fu € w. d2(u) > 0A (u# y2)) V cazy > 0))

is false, so we can replace it by —(3t. (w2(t) Vw3(t)) A(t # y1)) which expresses, as expected,
that only one writer (here y1) can be present at the location w2.

9.2. Experimental results. We have implemented the algorithms for the decision proce-
dure of CML, the post and pre-image computations, and the inductive invariant checking.

Our prototype tool, implemented in Ocaml, takes as input an invariant @;,, in B(X1)
which is a conjunction of local invariants written in special form (see definition in Sec-
tion 2.3.3)). Indeed, the invariants are usually conjunctions of formulas, each of them being
an assertion which must hold when the control is at some particular location. Then, it de-
composes the inductive invariant checking problem (i.e., post(©iny) A =iy is unsatisfiable)
in several lemmas, one lemma for each transition of the input CPN model and for each
local invariant in (;,, which contains places involved in the transition. For example, the
tool generates 70 lemmas for the verification of the inductive invariant for the RF property
on the Reader-Writer lock example. However, not all lemmas are generated if the decision
procedure for CML returns satisfiable for one of them (which implies that ¢;,, is not an
inductive invariant). The implemented decision procedure for CML is parameterized by the
decision procedure for the logic of colors FO(C, 2, Z). Actually, we generate lemmas in the
SMTLIB format and we have an interface with most known SMT solvers. Therefore, we
can allow as color logic any theory supported by the state of the art SMT solvers.

Using this prototype, we modeled and verified several parameterized versions for mutual
exclusion algorithms. The experimental results are given on Table Bl (The considered
models of the Burns and Bakery algorithms use atomic global condition checks over all the
processes, although our framework allows in principle the consideration of models where
global conditions are checked using non atomic iterations over the set of processes.) For all
these examples, the color logic is the difference logic over integers for which we have used
the decision procedure of Yices [DAMOG]. For each example, Table [l gives the number of
rules of the model, the number of conjuncts of the inductive invariant (in CNF), the number
of lemmas generated for the SMT solver, and the global execution time.

10. CONCLUSION

We have presented a framework for reasoning about dynamic/parametric networks of
processes manipulating data over infinite domains. We have provided generic models for
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these systems and a logic allowing to specify their configurations, both being parametrized
by a logic on the considered data domain. We have identified a fragment of this logic having
a decidable satisfiability problem and which is closed under post and pre image computation,
and we have shown the application of these results in verification.

Our framework allows to deal in a uniform way with all classes of systems manipulating
infinite data domains with a decidable first-order theory. In this paper, we have consid-
ered instantiations of this framework based on logics over integers or reals (which allows
to consider systems with numerical variables). Different data domains can be considered
in order to deal with other classes of systems such as multithreaded programs where each
process (thread) has an unbounded stack (due to procedure calls). Our future work includes
also the extension of our framework to other classes of systems and features such as dy-
namic networks of timed processes, networks of processes with broadcast communication,
interruptions and exception handling, etc.
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