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ABSTRACT. Infinite Gray code has been introduced by Tsuiki [Ts02] as a redundancy-
free representation of the reals. In applications the signed digit representation is mostly
used which has maximal redundancy. Tsuiki presented a functional program converting
signed digit code into infinite Gray code. Moreover, he showed that infinite Gray code
can effectively be converted into signed digit code, but the program needs to have some
non-deterministic features (see also [T'S05]). Berger and Tsuiki [BT21a, BT21b] reproved
the result in a system of formal first-order intuitionistic logic extended by inductive and
co-inductive definitions, as well as some new logical connectives capturing concurrent
behaviour. The programs extracted from the proofs are exactly the ones given by Tsuiki.
In order to do so, co-inductive predicates S and G are defined and the inclusion S C G
is derived. For the converse inclusion the new logical connectives are used to introduce a
concurrent version Sz of S and G C Ss is shown. What one is looking for, however, is an
equivalence proof of the involved concepts. One of the main aims of the present paper is to
close the gap. A concurrent version G* of G and a modification S* of S, are presented
such that S* = G*. A crucial tool in [BT21a] is a formulation of the Archimedean property
of the real numbers as an induction principle. We introduce a concurrent version of this
principle which allows us to prove that S* and G* coincide. A further central contribution
is the extension of the above results to the hyperspace of non-empty compact subsets of

the reals.
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1. INTRODUCTION

In investigations on exact computations with continuous objects such as the real numbers,
objects are usually represented by streams of finite data. This is true for theoretical studies
in the Type-Two Theory of Effectivity approach (cf. e.g. [We00]) as for practical research,
where prevalently the signed digit representation is used (cf. [CG06, MEO7, BH0S8]), but also
others [ES98, EH02, Ts02]. In [Bell] it is shown how to use the method of program extraction
from proofs to extract certified algorithms working with the signed digit representation
in a semi-constructive logic allowing inductive and co-inductive definitions. In addition
to producing correct algorithms, this approach allows reasoning in a representation-free
way, as in usual mathematical practice. Concrete representations of the objects needed
in computations are generated automatically by the extraction procedure. A detailed
description of the logic (i.e. Intuitionistic Fized Point Logic (IFP)) and the realisability
approach used for extracting programs can be found in [BT21a].

In order to generalise from the different finite objects used in the various stream
representations, the present authors [BS16] used the abstract framework of what was coined
digit space, i.e. a bounded complete non-empty metric space X enriched with a finite set D
of contractions on X, called digits, that cover the space, that is

X =Jtdix] |de D},

where d[X] = {d(z) |z € X }.

Digit spaces are compact and weakly hyperbolic, where the latter property means that
for every infinite sequence do, dy, . .. of digits the intersection ), oy doo- - -od,[X] contains at
most one point [Ed96]. Compactness on the other hand, implies that each such intersection
contains at least a point. By this way every stream of digits denotes a uniquely determined
point in X. Because of the covering property it follows conversely that each point in X has
such a code.

The framework has been generalised in [Sp21]. In both papers the proof of the main
results required a strengthening of the covering condition in such way that

X =| J{int(d[X]) | de D},

where for a subset A of X, int(A) is the topological interior of A. Spaces with this property
were called well-covering. The usual spaces occurring in applications are of this kind,
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in particular the space (I,SD) consisting of the real interval I Def [—1,1] and the set

sp 2 {Mx. (x+d)/2|(d=—-1Vvd=1)Vvd=0} whose streams of digits are used in the

signed digit representation.
An important example of a non-well-covering digit space is the space (I, GC) with

GC = {Az. —d-(x—1)/2| d=—1Vvd=1} leading to an extension of finite Gray code to
infinite words over the alphabet { —1,1 }, by which each real number in I except the dyadic
rationals in (—1, 1) is represented by exactly one word. Dyadic rationals are represented by
two words that differ in only one place. It follows that the corresponding cell contains no
information. Tsuiki [Ts02] suggested to identify both codes and to fill the cell in which they
differ with the symbol L for ‘unknown’. Note that the symbol L is of a different kind than
-1 or 1. It is like the symbol for ‘blank’ on a Turing tape which can also be re-written in the
course of the computation. By this way a redundancy-free representation of the interval [-1,
1] is obtained, also called infinite Gray code.

There is, however, a price to be paid for getting rid of redundancy. Tsuiki [T's02]
proved that the computability notion for real numbers that is obtained with respect to
the new representation is equivalent to the widely accepted computability notion based
on the Type-Two Theory of Effectivity approach. To this end he showed that there are
computable translations from streams of digits of a real number with respect to the signed
digit representation into a stream representing the same number in infinite Gray code, and
vice versa. As turned out, the translation of infinite Gray code into signed digit representation
cannot be computed purely sequentially: one must have access not only to the head of the
input stream, but also to the entry next to it, similarly when writing. To this end, the
algorithm has to work non-deterministically.

The representation of elements of a digit space (X, D) by streams of digits can be
characterised co-inductively. Let Cx C X be co-inductively defined by

that is, Cx is the largest subset of X satisfying the equation (see Section 3 for the theory
of inductive and co-inductive definitions). Then from a constructive proof that z € Cx
one can extract a stream of digits representing . Note that from the covering property
of digit spaces it follows (by co-induction) that X C Cx. However, in general this is only
true in classical logic since for an arbitrary element x € X one can usually not determine
constructively a digit d € D whose image contains z. Hence, constructively, Cx is normally
a proper subset of X. However, if the digit space has an effective basis and is well-covering,
then Cx yields a representation of X that is constructively equivalent to the standard
Cauchy representation. Since this is the case for the digit space (I, SD), we let S = Cjgp),
and obtain S as the largest set of real numbers in [—1,1] that (constructively) has a signed
digit representation.

The same approach does not work for infinite Gray code since, as pointed out earlier,
its digit space, (I, GC), is non-well covering. Nevertheless, Berger and Tsuiki presented in
[BT21a], the following co-inductive characterisation G of the interval I that does allow for
the extraction of infinite Gray code:

G(z) Z (-1 <2 < 1) AD(z) A G(t(2)).

Here, D(x) el #0— (z <0Vz>0), and t is the tent function t(z) Refy 2|z| which is

the continuous join of the inverses of the digits in GC. Note that, if x # 0, then a realiser
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of D(z) is a digit deciding the disjunction z < 0V x > 0. However, in the case x = 0 the
realiser may be undefined. This provides a logical explanation why an infinite Gray code
may contain an undefined digit. In [BT21a] it is shown that that S C G is provable in IFP
and that the extracted algorithm is exactly the translation from signed digit representation
into infinite Gray code given in [Ts02].

When trying to extract Tsuiki’s translation in the opposite direction from a proof of
G C S, one faces the obstacle that IFP, being based on traditional realisability, can only
extract algorithms that are deterministic and sequential, while, as discussed above, an
effective translation from infinite Gray code to the signed digit representation is necessarily
non-deterministic and concurrent. To overcome this limitation of IFP, in [BT21b] an
extension of IFP, Concurrent Fized Point Logic (CFP), is developed. Its main novelty
is a concurrency modality ||(A) indicating that realisers of A may be computed by two
concurrent threads, where the result of the thread terminating first is taken as realiser and
the other thread is discarded. More precisely, realisability of ||(A) is defined using a version
of McCarthy’s Amb [MC63]:

cr [[(A) £ ¢ = Amb(a, b) A

(a#LVb#L)A

(a# L —sarA)AN(b#L—brA).
Besides solving the above translation problem, the motivation for introducing this modality
is the wish to provide a constructive interpretation of the law of excluded middle

B—+A -B—A

A
where B is a formula without computational content. The idea is that (lem) should be
realised by Amb, since a realiser of the conclusion should be computable by running the
given realisers of the two premises in parallel. In turns out that, to make this work, it is
not enough to add the concurrency modality to the conclusion: one must also modify the
premises to avoid false positives. This results in the rule
Alp  Al-p
1(A4)

where A[p is a strengthening of the implication B — A, called restriction®, that guarantees

that all its defined realisers are in fact realisers of A, independently of the truth value of B.
More precisely, realisability for restriction is defined as

(lem)

(1l-lem)

arAlp et (B—a#L1l)AN(a# L —arA).

whereas ar (B — A) 2 B 5 ar A. The definitions of realisability for the concurrency

modality and restriction shown above are slightly simplified; for full definitions, see Section 5.
In [BT21b] the definition of S is modified by making use of the new modality for
concurrency:
So(x) £ |[((3d € SD)I(d, z) A S2(2x — d)),

where I(d, x) et |22 — d| < 1. In terms of realisability, So(z) means that a signed digit

representation of x is obtained through the concurrent computation of two threads. Now,

1n[BT21b] the notation A|p is used instead of Alp.
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the inclusion G C Sy can be derived ([BT21b], see also Theorem 7.1), and it turns out that
the extracted algorithm is the one given in [Ts02].

So far, we reviewed the results in [BT21a] and [BT21b] which our work builds on. In
the following we give an overview of the main new result of the present paper.

As we have seen, from the results in [BT21a] and [BT21b] it follows that S C G C S,.
What one is looking for, however, is a proof of the equivalence of the involved concepts.
In this paper we present a concurrent version G* of G and a modification S* of Sy so
that S* = G*. S* and G* are defined with the following iterated form of the concurrency
operator (cf. Section 5.3):

1L(A) £ LAV L(A)).
where £ indicates that 1L(A) is the least (i.e. logically strongest) proposition satisfying the

*
equation. A realiser of ||(A) consists of two concurrent threads of computations, Amb(a, b),
where each thread, if terminating, either provides a realiser of A, or else a new concurrent
computation. Since the least fixed point is taken, the first alternative is guaranteed to
happen, eventually.

S* is now defined like Sg, but with || instead of || (see Section 7):

*

S*(x) = ||((3d € SD)W(d, z) A S*(2z — d))
The modification of the predicate for infinite Gray code is even simpler since only the decision

x <0Vzx >0 is subject to the operator ||:

G'2)L(-1<z<DA(x£0— [l(z<0Va>0)AG )

This means that extracted realisers are ordinary streams, however with concurrently com-
puted digits.

Another central objective of the present paper is to do a similar thing for the hyperspace
of non-empty compact subsets of I. That is, we give a co-inductive characterisation of this
space from which a Gray code-like representation of the non-empty compact subsets of I
can be extracted and compare it with the characterisation of the hyperspace of non-empty
compact subsets of digit spaces investigated in [BS16, Sp21], now applied to the digit space
(I,SD).

The analogue of the signed digit representation for compact sets is

Sk(K) ZK(K) A (3E € Pgn(SD)) K CIig A (Vd e B)(Kq # 0 A Sk(avy ' [Kqy)))

where K is an atomic predicate characterising (axiomatically) the non-empty compact
subsets of I, Pg,(SD) is the set of non-empty subsets of the signed digit set SD, Iy is the
set of all points that are 1/2 close to the half of some digit in E, and Ky is the set of points
in K that are 1/2 close to d/2 (e.g. K1 = K N[0, 1]); finally, av;;" is the inverse of the digit
function \z.(z + d)/2 (see Definition 9.4).

The generalisation of infinite Gray code of compact sets is trickier. Here, we compute
the Gray codes of the minimum and maximum of K and then, recursively, narrow down the
set (Definition 10.1):

Gk (K) £ K(K) A G(min K) A G(max K) A (Vd € GC) (K # 0 — Gk (t[Ky])).

It is not hard to see that both definitions are generalisations of the point case, that is,
S(x) exactly if Sk({z}), and G(z) exactly if Gk ({z}). We give a constructive proof that
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Sk C Gk from which a translation between the respective representations of compact sets
can be extracted, thus lifting the corresponding result in [BT21a] from points to the compact
sets.

Finally, we also lift the equation S* = G* from points to compact sets. The definitions of
the concurrent versions of Sk (K) and Gk (K) are obtained by putting stars at appropriate
places (see Definition 9.9 and the beginning of Section 11):

Sic(K) £ K(K) A [[(3E € Pa(SD)) K € g A (¥ = B)(Ky # 0 A Sic(avy ' [Kd))
Gy (K) L K(K) A G*(min K) A G*(max K) A (Vd € GC) (K # 0 — G (t[Kq4]))

Our final result is the equation S§ = Gj; which provides an equivalence of the concurrent
signed digit and Gray code representations of non-empty compact sets.

An important proof tool in this work is Archimedean Induction (AI), a formulation of
the Archimedean property for real numbers as an induction principle introduced in [BT21b].
In the present paper we introduce different version of this principle which are vital for all
our main results. Let us briefly discuss the main ideas.

Common formulations of the Archimedean property are either not realisable (e.g.
(Vz)(3In € N)|z| < n), or don’t have computational content (e.g. (Vz) ((Vn € N)|z| <
27™) — x = 0). In contrast, the classically equivalent principle of Archimedean Induction
(cf. Section 6))

(Vz #0) (|z| <1/2 - P(2x)) — P(x)

(Vo #0) P(z)

inherits computational content from the (arbitrary) predicate P and is realised by general
recursion. It is crucial that the variable x is not relativised to a predicate such as S
that would yield a representation of z. A simple example of an application of (AI) is
(Ve,y€S)(z+y#0— (In e N)(Jz| > 27"V |y| >27")), which one would normally prove
using the Archimedean property (in the form without computational content), countable
choice (AC¥) and Markov’s principle (MP). Using (AI) one needs neither (AC¥) nor (MP).
Roughly speaking, (AI) can be viewed as a combination of all those three principles that
avoids speaking about infinite sequences.

In this paper, we will use variants of (AI) and of the following classically equivalent but
constructively slightly weaker form of (AI) which has another predicate B as parameter:

(Vz € B\ {0}) P(z) V (|z| < 1/2 A B(2z) A (P(22) — P(z)))
(Vo € B\ {0}) P(z)

An example is a variant where both premise and conclusion are made concurrent (cf.
Definition 6.1):

(AD)

(AIB)

(Vz € B\ {0}) fl(P(x) V (Jz| <1/2 A B(2x) A (P(2z) — P(x))))

(Ve € B\ {0}) LL(P(x))

We also introduce versions of (AI) or (AIB) for compact sets (cf. Definition 9.1), signed digit

represented compact sets (cf. Definition 9.5), and the restriction operator | (cf. Definition 9.7).

The paper is organised as follows: In Section 2 the definition of a digit space is recalled

and extended Gray code introduced. Section 3 contains a short introduction to inductive and

co-inductive definitions and the proof methods they come equipped with. The application
to digit spaces is discussed as well.

(CAIB*)
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The next two sections give brief introductions to the logical systems used for program
extraction. Section 4 deals with Intuitionistic Fized Point Logic (IFP) and the kind of
realisability used to generate programs. We follow [BT21a] except that in the case-construct
of the programming language we permit clauses with overlapping patterns (see Section 4.2).
In Section 5, the extension of IFP to Concurrent Fized Point Logic (CFP) is discussed. The
logic contains two new connectives from [BT21b] and corresponding proof rules. The rules
are all realisable. We will derive further rules.

In Section 6 and 7, respectively, concurrent versions of Archimedean induction and the
predicates S and G are introduced. These predicates are such that the realisers of their
elements are signed digit and/or Gray code representations of the elements. The concurrent
versions of both predicates are shown to coincide. From the proofs computable translations
between the two representations can be extracted.

The remaining sections deal with non-empty compact subsets of the interval I. In
Section 8 some facts presented in [BS16] about the representation of the non-empty compact
subsets of a digit space by digit trees are recalled. These are finitely branching infinite trees.
Their nodes are labelled with digits. The words along the infinite paths are codes of the
elements of the represented compact set. In the special case of the non-empty compact
subsets of I, the representation is one-to-one, if the elements of I are represented by infinite
Gray code. Archimedean induction for the non-empty compact subsets of I is discussed in
Section 9.

In Section 10 a predicate Gk is co-inductively defined the realisers of which are Gray
code representations of the non-empty compact subsets of I. A similar predicate Sk was
defined in the previous section with respect to the signed digit representation. It is shown
that Sk € Gk. Just as in the point case, for the converse inclusion a concurrent version Sy
of the predicate Sk has to be considered. In Section 11, finally, a concurrent version Gy of
the predicate Gy is introduced and the equality Sz = G is derived. Again computable
translations between the digital trees based on signed digit representation and Gray code
representation, respectively, can be extracted from the proof.

Realisers are an important ingredient of the approach delineated so far: Results are
derived by applying the logical rules of Concurrent Fixed Point logic as well as new rules
provided in the paper. But the algorithms used in applications are obtained by following
the proof rules and combining their realisers accordingly. For each of the results derived
in the real number case, that is in Section 7, we will present the realisers obtained in this
way. In the compact sets case we leave this to the reader as the proofs follow a pattern very
similar to the point case.

A further crucial aspect of this work is abstraction: The logical language and proof
calculus do not refer to the operational semantics of programs. Instead, operational soundness
is guaranteed through a general computational adequacy theorem that applies to any
concurrent operational semantics satisfying certain fairness requirements? [BT21b]. This
means that extracted programs can be executed in any efficient concurrent execution model.

2. DIGIT SPACES

We review the concept of a digit space [BS16, Sp21] as a general model of computation with
infinite streams of digits.

2Committing to a fixed operational semantics would make concurrent logical rules and programming
constructs reduncant since they could be sequentialised by familiar scheduling/dove-tailing techniques.
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Definition 2.1. Let (X, u) be a non-empty compact metric space and E be a finite collection
of contracting self-maps e: X — X. Then (X, E) is a digit space, if

X =|J{elX]|ec E}. (2.1)

Here, e[X] = {e(x) | x € X }. The maps e will be called digits in this context.

Note that, being a continuous map on a compact set, the metric p is bounded.

We identify a finite sequence of digits € = [eg,...,e,—1] € E™ with the composition
ego -+ 0e,_1 and a digit e with the singleton sequence [e] € E'. The set of all finite
sequences of digits will be denoted by E<“. Moreover, we let E“ be the set of all infinite
sequences of elements of F and set for o € E¥,

Def
a<" = [ag, ..., 1)

Lemma 2.2 [BS16, Lemma 2.3]. Let (X, E) be a digit space. Then [,y @~"[X] contains
exactly one point which we denote by [o], for every a € E¥.

The mapping [-]: E¥ — X is called the coding map.
As is well known, E“ is a compact bounded metric space with metric

0 if =0,
6(a, B) = {2 min{nlen#B8n}  Gtherwise.

Proposition 2.3 [BS16, Proposition 2.7].

(1) The coding map [-] is onto and uniformly continuous.
(2) The metric topology in X is equivalent to the quotient topology induced by the coding
map.

Set
an~ < [o] =[4],
for a, 8 € E¥. Then ~ is an equivalence relation. The equivalence class associated with
a € E¥ will be denoted by [a]~. Furnish the quotient £/~ with the quotient topology and
let g: EY — E“/~ be the quotient map. Moreover let ﬂ E¥/~ — X be the uniquely
determined continuous map with ﬂ oq~ =[]

Proposition 2.4. The map ﬂ is a homeomorphism between the quotient E¥/~ and the
metric space X.

—~ —~1

Proof. By construction [-] is a bijection. It remains to show that its inverse [-]  is continuous
as well. Let A be a closed set in E“/~. Since X is compact and ¢., continuous, it follows
that E“/~ is compact as well. Therefore, A is also compact and so is its continuous image

[[/A\]]. As X is Hausdorff, we obtain that [[/A\ﬂ is closed, i.e., ((ﬁ)_l)_l[A] is closed. []

In what follows we will be interested in two sets of digits on the interval I Def [-1,+1]CR
furnished w1th the usual Euclidean metrlc
Let AV 2 {avl|z€SD}w1thSD { 1,0,+1} and

avi(x) = (x +1)/2.
Then (I, AV) is a digit space. Note that for [ig,...,i,—1] € SD",

range(av, o ---oav;,_,) = [Z i, -2t Z i, 27D 4.

v<r v<r
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Hence, for w € SD¥ and au, € AV with oy, (v) Def avy,
[[aw]] — Zwy . 2_(V+1)7
v>0

that is w is a signed digit representation of Jau,]. Therefore, we call (I, AV) signed digit space.
It satisfies a stronger covering condition than (2.1), which is needed in the development of
most of the theory presented in [BS16, Sp21]: (I, AV) is well-covering.

Definition 2.5. A digit space (X, E) is well-covering if
X = J{int(e[X]) e € E},
where int(e[X]) denotes the interior of e[X].

The other digit set we are going to consider leads to an important example of a digit
space that is not well-covering.

Let GF 2 {g; | i € GC} with GC 2" {~1,1} and
Def .
gi(x) = —i-(z—1)/2.
Then g_; and g; are contractions with g_1[I] = [-1,0] and ¢1[I] = [0, +1]. However,

0¢[—1,0)U(0,+1]. Therefore,
Lemma 2.6. (I, GF) is a digit space that is not well-covering.

Note that GC¥ is an extension of finite Gray code to infinite words.
By Proposition 2.3(2) we know that the metric topology on I is equivalent to the quotient
topology induced by the coding map [-]¢ associated with (I, GF). Set

a~g B <= [d]c = [ble,
for a, g € GF“.
Lemma 2.7. For o, € GF*, a ~g B if, and only if, either o = (8, or the following
Properties (1-8) hold for some i > 0:
(1) Forall j <i, aj = f;.
(2) a; = g—1 and B; = g1, or conversely, a; = g1 and B; = g—1.
(3) aip1 =Biv1 =01 and oy = Bj = g_1, for all j > i+ 1

Proof. Without restriction assume that o # 8 and let 4 > 0 be such that a<! = <%, a; = g_1
and 3; = g1. Moreover, let a;11 = g1 = Bi+1 as well as o = g_1 = 35, for all j > i 4 1.
Then we have for n > 0 that

gt =[-1,270"V —1], (grog™)[l] =[1—27"1],
(9-10g10g" ) =[-2"",0], and (g10g10g")[I] = (0,27 "],
Therefore,
{[ode} = (o™ = [ a<[-27"*1, 0] D o[ [-27"*, 0]] = {a=*(0)},
Jj=>0 n>i n>i

from which it follows that [a]¢ = a<*(0). In the same way we obtain that [8]g = 3<%(0).
Hence, [o]e = [Ala-
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For the verification of the converse implication assume that « # 5. Then there is a
smallest ¢ > 0 so that «; # §;. It follows that either o; = g_1 and 3; = g1, or conversely,
a; = g1 and B; = g_1. Without restriction we only consider the first case.

Assume that ;11 = g—1. Then

[e]e € ﬂ‘a“[ﬂ] C a~[g-1[g—1[I]]] = a="[[~1,-1/2]].

If Bi+1 = g—1, we similarly obtain that
[Blc € <" [g1lg—1 (1)) = B<'([1/2,1]].

Since [o]¢ = [B]lg, <! = <%, and the functions g_; and g; are both one-to-one, it follows
that
oo € a<i[[-1,~1/2) N [1/2,1],

which is impossible.

On the other hand, if 8;11 = g1, we have that [B]a¢ € 8<[g1[¢g1[1]]] = B<Y[[0,1/2]], and
hence that [a]g € a<¢[[-1,—1/2] N [0,1/2]], which is impossible as well.

It follows that ;11 = g1, which means that [a]g € a~‘[g_1[g1[T]]] = a<¢[[-1/2,0]].
Thus, B;11 = g1 as well.

Finally, suppose that there is a minimal j > 7 4 1 such that a; = g1 and ;19 = --- =
Bj—1=g-1,0r Bj = g1 and a2 = --- = aj_1 = g—1. Again, we only consider the first case.
Then

a=0a...0-19-1919-1---9-191j+1... and B =/fo...Bi—191919-1--.9-18Bjs1---,
with a<* = 8<%, Tt follows that

a<'[g-1[g1 1’3" 1[0, 1))

@< [gr[gi[[~1+ 2277, 1 4 23]
<iga[L — 27279, 1 — 2P+
<i[[-2+1-d, _9i))

[ale € a<lg-1[g1[g"3 " [ [N)]

I
e 0

and [8]c € a</[galgi[g’5" 18,
Let us first consider the case that 8; = g;. Then we have that

[Ble € a<igi[[1 — 21729 1 — 2i+177])] = o<i[[2¢ 7, 2i+1 7).

Hence, [a]g € a<i[[-2¢F177, —2i=J] N [2¢=9, 2¢+1-7]], which is impossible.
If B; = g—1, we obtain that

1Bl € o< lgi[g1[d 72 g M]]]] =

g [[1 =27, 1))

Thus, [a]g € a<[[-2iT177, —2i=7] N[0, 2¢-7]], which is impossible again.
By symmetry we obtain similar contradictions in the other cases. L]
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It follows that each equivalence class [@]~ contains at most two elements, and if so,
then the two differ in exactly one place, which means that the information coming with this
entry is not used in the co%‘cion of the coding map.

If [o]~, = {a}, then [[a|~,] = [a]c. In the other case [a]., = {«a, 5} and there is
some uniquely determined index i > 0 (also denoted by i(«)) so that o = a<g_191¢*; and
B = a<igig1g*;, or vice versa. Then [ng = [a]¢ = [B]¢ and hence

o —

{llel~cla} = {lela} U {[Ble}
= () a“lg-1lgalg™ TN U () e~ [g1lgrlg™ M]]

n>0 n>0
= 0%l [ anlg™s 1)) U] () anle™s 1]
n>0 n>0
=a~[(g-1U gl)[ﬂ g1lg” [},
n>0

where the multi-valued function g_; U g is defined by (g—1Ug1)(x) et {9-1(z), g1(z)}. Note
that in this case for Y C 1,

(g-1ug)[Y] = J{(g-1Ug)(@) [z € Y} = J{{g-1(2), 1 ()} |2 € Y } = ga[Y]Ugi[Y].

Let L ¢ GC be a new symbol (L for unspecified) and g, Def g_1 U g1. It follows that

—

[ld~cle = () @~ lgLlgalg™ 1 [T

n>0

Set GF = {g1,9-1, 1} and define ®: GF¥ — GF" by

Do) = § Dot if )] =2
Q otherwise.

Then
P(a) =2(B) <= a~g B.

The elements of G 22 range(®) are called modified Gray code expansions of the real numbers
in I, or just Gray code [Ts02]3. Topologise G with the topology co-induced by ®. As we
have seen earlier in this section, GF also possesses a canonical metric. Its restriction to
G will be denoted by g, whereas § denotes the corresponding metric on GF“. For n > 0,
aeGandac GF¥, let Bs(@,27") and Bs(a, 27") be the balls in G and GFY, respectively,
of radius 27" around & and a.

Lemma 2.8. ®~!'[Bx(@,27")] = U{Bs(3,27") | e @ '[{a}] }.

Proof. Three cases are to be considered.

Case Q,, = g1, for some m > n. Then ay,...,a, € GF and hence, for any § €
®~'[{a}], i = ai, for i < n. Therefore, if v € @71 [Bs(@,27")], i.e., if ®(y)<" = a1,
then y<"+1 = g<"*1 for any 8 € ®~'[{a}], which means that v € Bs(3,2"), for any such
B.

3Note that in recent research also words a € GF“ with |[o]~| = 2 are considered as valid Gray code
[BMST, BT21a).



1:12 D. SPREEN AND U. BERGER Vol. 19:3

Conversely, if y<"1 = g<"*1 for some 8 € ®~1[{a}], then ®(y)<"*! = ¢(B)< ! =
a<"t ie., ®(y) € Bs(a,27").

Case ap, = g1, for some m < n. It follows that ag,...,a,_1 € GF. Moreover,
if v € @ 1Bs(@,27)], then v~ = &<, Y41 = g1 = Qmt1, W = g-1 = Qj, for
m+1<j<n,and v, = g_1 or v = g1. Set B = a~"y,,919%;. Then v € Bs(53,27") and
B e @ [{a}].

Conversely, if y<"*1 = <"+l for some g € ®~![{a}], then ®(y)< T = §(pB)<"+! =
a<"1, which means that v € ®~![Bx(a,27")].

Case @; € GF, for all i > 0. In this case we have for v € GF* that ®(y)<"+! = a<nt!,
exactly if y<" 1 = a<"*1 je, ®71[Bs(a@,27")] = Bs(@,27"). ]

This shows that the topology on G co-induced by @ is finer than the metric topology.
We will now derive the converse.

Let U C G be open in the topology co-induced by ® and & € U. Then ®~1[U] is open
in the metric topology on GF* and 8 € ®~![U], for all 3 € ®~![{a}]. Note that the latter
set is finite. Hence, there is some n > 0 so that for all 8 € ®~1[{a}], Bs(3,27") C &~ [U].

Lemma 2.9. Bs(@,27") CU.

Proof. Similarly to the preceding proof we consider the following cases.

Case @; € GF, for all i > 0. Let 8 € @ ![{a}], then @ = ®(3) = B in this case, and
hence Bs(a,27") C ®[B;(8,27")] C U.

Case Q, = g1, for some m > 0. Let 5,5 € GF¥ such that g; = Ej = qj, for
all 5 > 0 with j # m, B = g-1, and ﬁj = ¢1. Then {ﬁ,g} = & !'[{a}]. Hence,
Bs(8,27") UBs(3,27") C & '[U]. Now, let ¥ € B3(@,27") and v € & '[{J}]. Then
y<ntl = g<ntl op y<ntl = B<ntl je o e Bs(3,27") UBs(53,27"), from which we obtain
that 7 € U. Thus, B5(@,27") C U. []

Proposition 2.10. The metric topology on G is equivalent to the topology co-induced by .

3. INDUCTIVE AND CO-INDUCTIVE DEFINITIONS
Let X be a set and P(X) its powerset. An operator ®: P(X) — P(X) is monotone if for
allY,Z C X,
if Y C Z, then ®(Y) C ®(2);

and a set Y C X is ®-closed (or a pre-fixed point of @) if &(Y) C Y. Since P(X) is a
complete lattice, every monotone operator ® has a least fixed point u® € P(X) by the
Knaster-Tarski Theorem. We often write

P(z) & (P)(x),
instead of P = u®. u® can be defined to be the least ®-closed subset of X. Thus, we have
the induction principle stating that for every Y C X,
If®(Y)CY then u® CY.

Dual to inductive definitions are co-inductive definitions. A subset Y of X is called
®-co-closed (or a post-fixed point of ®) if Y C ®(Y'). By duality, every monotone ® has a
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largest fixed point ¥® which can be defined as the largest ®-co-closed subset of ®. So, we
have the co-induction principle stating that for all Y C X,

IfY C®(Y) then Y C vd.
Note that for P C X we also write
P(x) = ®(P)(x)
instead of P = v®.

For monotone operators ®,¥: P(X) — P(X) define

o C U (VY C X)B(Y) CW(Y).

It is easy to see that the operation v is monotone, i.e., if ® C W, then v® C vW. This allows

to derive the following strengthening of the co-induction principle.

Lemma 3.1 (Strong Co-induction Principle [BT21a]). Let ®: P(X) — P(X) be a
monotone operator. Then:

IfY Co(Y Uv®) then Y C vd.
The proof is dual to the proof of the strong induction principle in [BT21a, Sp21].

Lemma 3.2 (Generalised Half-strong Co-induction Principle). Let ', ®: P(X) —
P(X) be monotone operators such that ®' is absorbed by ®, that is, ®'(®(Y)) C ®(Y) for
allY C X. Then:

IfY CO'(®(Y)Uv®) then Y C vd.
Note: If @ is the identity, then this is the half-strong co-induction principle from [BT21a].

For a proof of that special case see [Sp21]. We will specialise generalised half-strong co-
induction to a concurrent setting in Section 5 and use it in Section 7.

Proof. Assume Y C ®'(®(Y) Uv®). Since ®(Y) Ur® C &(Y Ur®) (by the monotonicity of
®), we have Y C &'(®(Y Uv®)) (by the monotonicity of ®'), and therefore Y C (Y Uv®)
since ®’ is absorbed by ®. With strong co-induction, it follows Y C v®. []

The following example is taken from [Bel7].
Example 3.3 (Natural numbers). Define ®: P(R) — P(R) by
o(Y):={0tu{y+1|yeY}

Then p® =N ={0,1,...}. The induction principle is logically equivalent to the usual zero-
successor-induction on N; if 0 € Y and (Vy € Y)(y €Y - y+1€Y), then (Vy e N)y e Y.

Example 3.4 (The set of non-empty finite subsets of a set). Let Y be a subset of a
set X. Define ®y: P(P(X)) = P(P(X)) by

oy (2) ZHuePX) | GreY)u={z} V(e Z)EByeY)u=vU{y}}

and let Pg,(Y) et pu®y. Then Pgy(Y) is the set of all non-empty finite subsets of Y.

Example 3.5 (Digit Spaces). Digit spaces can be characterised co-inductively. Define
Cx € X by
Cx(z) = (3e € E)(3y € X)z = e(y) ACx(y),
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i.e. Cx = v®x, where for Z C X,

ox(2) L 2 eX|@ee B)YTye X)z=cly)AZ(y)}.

Note here that we may consider subsets A C X as unary predicates and write A(z) instead
of z € A.

Lemma 3.6 [Sp2l]. Let (X, E) be a digit space. Then X = Cx.

If all digits e € E are invertible, a slightly more comfortable characterisation can be
given. Define C'y C X by

Cly(z) £ (3e € E) x € range(e) A Cly (e ().

Lemma 3.7. Let (X, E) be a digit space with only invertible digits. Then C'y = Cx.

Proof. Both inclusions follow by co-induction. Let x € C’y. Then there exists e € E so that
z € range(e) and C’y(e~!(x)). It follows for y = e 1(z) that x = e(y) and C'y(y), which
shows that C'y C ®x(Cy). Hence, Cy C Cx.

Conversely, let © € Cx. Then there are e € E and y € X with z = e(y) and Cx(y). It
follows that z € range(e) and Cx (e~ *(z)). Thus, Cx C Cly. []

Classically the set Cx is rather uninteresting, but constructively it is significant, since
from a constructive proof that x € Cx one can extract a stream « of digits such that
z = [a].

Def Def
For what follows let S "= Cg av) and G = C(ygp). Then

S(x) = (Fi € SD) (4, ) A S(2x — i), (3.1)

where for i € SD and z € I, (i, x) et |2z —i] <1, and

(
G(r) £ (3j € GC) z € range(g;) A G(1 — j - 2x). (3.2)

Note that range(g—1) = [—1,0] and range(g1) = [0, 1]. Moreover, the functions 1 —2(—z) and

1 — 2z, respectively, form the left and the right branch of the tent function t(x) Defy 2|z|.

Hence the right-hand side in (3.2) is equivalent to
(x<O0Aj==-1)V(@x>0Aj=1)Vz=0)AG({(z)).

However, the last disjunction is not decidable as the test for 0 is not computable. Since
we want to work in a logic that allows extracting computable content from disjunctions, a
(classically) equivalent formula of what we have just obtained is preferable

Gr)Z(x#0—=2<0Vr>0)AGEH)). (3.3)

Example 3.8 (Well-founded induction). The principle of well-founded induction is an
induction principle for elements in the accessible or well-founded part of a binary relation <.
As shown in [BT21a], it is an instance of strictly positive induction. The accessible part of
< is inductively defined by

Acc(z) £ (Vy < x) Ace(y),
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that is, Accs = u® where ¢(X) et {z| (Vy < z) X(y) }. A predicate P is called progressive
if ®(P) C P, that is, Prog_(P) holds where

Prog_(P) = (va)((¥y < 2) Py) - P(a)).
Therefore, the principle of well-founded induction, which states that a progressive predicate
holds on the accessible part of <, is a direct instance of the rule of strictly positive induction:
Prog_(P)
Acc, CP

In most applications P is of the form A — (). The progressivity of P — @) can equivalently
be written as progressivity of P relativised to A,

(WFLL(P)).

Prog_ 4(P) = (va € A)(Vy € 4) (y <2 > P(y)) = P(x)).
and the conclusion becomes Acc; N A C P
Prog_ 4(P)

AcccNACP

Dually to the accessibility predicate one can define for a binary relation a path predicate

Path_(z) = (3y < z) Path.(y),

(WFI a(P)).

that is, Path, = v¥ where ¥(X) Def {z ] (Jy < ) X(y) }. Intuitively, Path-(x) states
that there is an infinite descending path ...x2 < 1 < .
With the axiom of choice and classical logic it can be shown that —~Path_(z) implies

Accy(x).

4. EXTRACTING ALGORITHMIC CONTENT FROM CO-INDUCTIVE PROOFS

In this section we recast the theory of digit spaces in a constructive setting with the aim to
extract programs that provide effective representations of certain objects or transformations
between different representations. As the main results on this basis we will obtain effective
transformations between the signed digit and the Gray code representations of I and
the hyperspace of non-empty compact subsets of I, respectively, showing that the two
representations are effectively equivalent. The method of program extraction is based on
a version of realisability, and the main constructive definition and proof principles will be
induction and co-induction. The advantage of the constructive approach lies in the fact that
proofs can be carried out in a representation-free way. Constructive logic and the Soundness
Theorem automatically guarantee that proofs are witnessed by effective and provably correct
transformations on the level of representations.

4.1. The formal system IFP. As basis for program extraction from proofs we use
Intuitionistic Fized Point Logic (IFP) [BT21a], which is an extension of many-sorted first-
order logic by inductive and co-inductive definitions, i.e., predicates defined as least and
greatest fixed points of strictly positive operators. Here, an occurrence of an expression E
is strictly positive (s.p.) in an expression F' if that occurrence is not within the premise
of an implication, and a predicate P is strictly positive in a predicate variable X if every
occurrence of X in P is strictly positive. Strict positivity is a simple and sufficiently general
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syntactic condition that ensures monotonicity and hence the existence of these fixed points,
as discussed in Section 3.
Relative to the language specified the following kinds of expression are defined:

Formulas A, B: Equations s =t (s,t terms of the same sort), P() (P a predicate which
is not an abstraction, ¢ a tuple of terms whose sorts fit the arity of P), conjunction
AN B, disjunction AV B, implication A — B, universal and existential quantification
(Vz) A, (3x) A.

Predicates P,Q: Predicate variables X,Y, ... (each of fixed arity), predicate constants, ab-
straction A\Z. A (arity given by the variable tuple Z), u®,v® (arities = arity of ®).

Operators ®: AX. P where P must be strictly positive in X and the arities of X and P
must coincide. The arity of AX. P is this common arity.

Falsity is defined as False Def w(AX. X)() where X is a predicate variable of arity ().

Program extraction is performed via a ‘uniform’ realisability interpretation (Section 4.4).
Uniformity concerns the interpretation of quantifiers: A formula (Vz) A(z) is realised
uniformly by one object a that realises A(zx) for all x, so a may not depend on z. Dually, a
formula (3z) A(zx) is realised uniformly by one object a that realises A(x) for some z, so a
does not contain a witness for z. Expressions (formulas, predicates, operators) that contain
no disjunction and no free predicate variables are identical to their realisability interpretations
and are called non-computational (nc). A slightly bigger class of expressions are Harrop
expressions. These may contain disjunctions and free predicate variables but not at strictly
positive positions. A Harrop formula may not be identical to its realisability interpretation,
however they have at most one realiser which is trivial and which is represented by the
program constant Nil (see Sections 4.2 and 4.4).

We highlight some feature that distinguish IFP from other approaches to program
extraction.

Classical logic: Although IFP is based on intuitionistic logic a fair amount of classical logic
is available. Soundness of realisability holds in the presence of any non-computational
axioms that are classically true. This can be extended to Harrop axioms whose
realisability interpretations (see 4.4) are classically true.

Sets: We add for every sort s a powersort P(s) and a (non-computational) element-hood
relation constant € of arity (s, P(s)). In addition, for every Harrop formula A(z) the
comprehension axiom

(Fu)(Vx)(z € u <> A(x))

is added. (A(z) may contain free variables other than z.) The realisability interpreta-
tion of such a comprehension axiom is again a comprehension axiom and can hence
be accepted as true. We will use the notation {z | A(x) } for the element u of sort
P(s) whose existence is postulated in the comprehension axiom above. Hence, we can

define the empty set () Def {z | False }, singletons {z} e {y |y ==z}, the classical

union of two sets uUv 2 {z | —~(zx funz ¢v)}, the union of all members of a set of

sets (Ju et {z| (y e u)x £ y }, and the intersection of a class of sets defined by a

predicate P of arity (P(s)), (P Ref {z|(Mye P)xey}.
Note that the informal notion of ‘set’” used in Section 3 is represented in the formal
system IFP in three different ways:
(1) Sorts are names for abstract ‘ground’ sets. For example, s is a name for the
abstract set of real numbers.
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(2) Terms of sort P(s) denote subsets of the ground set denoted by s. Elements of
sort P(s) can be defined by comprehension, {x | A(x)}, which is restricted to nc
formulas A(z).

(3) Predicates are expressions denoting subsets of the ground sets. Predicates can
be constructed by A-abstraction, Az . A(x) (also written { z | A(z) }), where A(z)
can be any formula.

By ‘set” we will mean in the following always (2), that is ‘element of sort P(s)’. The

three concepts form an increasing hierachy since the sort s corresponds to the set

{z | True} and every set u corresponds to the predicate Az .x ¢ u. Note that x € u is

an nc formula while € P (which is synonym for P(x)) has computational content if

the predicate P has.

To clarify the distinction we formally recast the definition of ‘the set of finite subsets
of a set’ (Example 3.4), which should now rather be called ‘the predicate of finite subsets
of a predicate’: Let P be a predicate of arity (s) (s and P correspond to X and Y in 3.4).
We define the predicate Pgy(P) of arity (P(s)) as u ®p where the operator ®p of arity
(P(s)) is defined as Pp = AZ . Au.(Fz € P)u={z}V (v e Z)(Jy € P)u=v U {y}.

Abstract real numbers: In formalising the theory of real numbers, e.g., the set R of real

numbers is regarded as a sort ¢. A predicate N with N(z) if the real number z is a
natural number, is introduced by induction as in Example 3.3. All arithmetic constants
and functions we wish to talk about are admitted as constant or function symbols.
The predicates =, < and < are considered as non-computational. As axioms, any
true disjunction-free formulas about real numbers can be chosen. As such, the axiom
system Apg consists of a discunction-free formulation of the axioms of real-closed fields,
equations for exponentiation, the defining axiom for max, stability of =, <, <, as well
as the Archimedean property AP about the non-existence of real numbers greater
than all natural numbers, and Brouwer’s Thesis for nc predicates

(BTpne) (Vz)(—Path.(z) — Acc(x)).

Compact sets: In order to be able to deal with the hyperspace of non-empty compact subsets
of the compact real interval [—1,1], we also add a predicate constant K of arity
(P(¢)) to denote the elements of that hyperspace. We also add an axiom for the finite
intersection property stating that the intersection of the members of a descending
sequence in K is not empty.

Partial computation: Like the majority of programming languages, IFP’s language of ex-
tracted programs admits general recursion and therefore partial, i.e., non-terminating
computation.

Infinite computation: Infinite data, as they naturally occur in exact real number computa-
tion, can be represented by infinite computations. This is achieved by an operational
semantics where computations may continue forever outputting arbitrarily close ap-
proximations to the complete (infinite) result at their finite stages.

The proof rules of IFP include the usual natural deduction rules for intuitionistic
first-order logic with equality. In addition there are the following rules for strictly positive
induction and co-induction: the closure and co-closure of the least and greatest fixed point,
respectively, stated as assumption-free rules, and the induction as well as the co-induction
principle.



1:18 D. SPREEN AND U. BERGER Vol. 19:3

4.2. Programs and their semantics. Extracted programs, i.e. realisers, are interpreted
as elements of a Scott domain D defined by the recursive domain equation

D = (Nil + Left(D) + Right(D) + Pair(D x D) + Fun(D — D)),

where D — D is the domain of continuous functions from D to D, + denotes the disjoint
sum of partial orders, and (), adds a new bottom element. Nil, Left, Right, Pair and
Fun denote the injections of the various components of the sum into D. Nil, Left, Right,
Pair (but not Fun) are called constructors.

D carries a natural partial order C with respect to which it is a countably based Scott
domain (domain for short), that is a bounded-complete algebraic directed-complete partial
order with least element L and a basis of countably many compact elements [GHKLMS03].
An element of D is called defined if it is different from L. Hence, each defined element is of
one of the forms Nil, Left(_), Right(_),Pair(_, ), Fun(_).

Since domains are closed under suprema of increasing chains D contains not only finite
but also infinite combinations of the constructors. For example, writing a : b for Pair(a,b),
an infinite sequence of domain elements (d;);eN is represented in D as the stream

do:dy: ... "% sup Pair(do, Pair(ds,. .., Pair(d,, 1)...)).
neN
Because Scott domains and continuous functions form a Cartesian closed category, D can
be equipped with the structure of a partial combinatory algebra (PCA, [GHKLMSO03]) by

defining a continuous application operation a b such that ab Def f(b), if a = Fun(f), and

ab 2 1, otherwise, as well as combinators K and S satisfying K ab = b and Sabc =

ac(be) (where application associates to the left). In particular D has a continuous least
fixed point operator which can be defined by Curry’s Y-combinator or as the mapping
(D — D) > f~—sup, f*(L) € D.
Besides the PCA structure the algebraicity of D will be used, that is, the fact that every
element of D is the directed supremum of compact elements. Compact elements have a
strongly finite character. The finiteness of compact element is captured by their defining
property, saying that d € D is compact if for every directed set A C D, if d C | | A, then
d C a for some a € A, and the existence of a function assigning to every compact element a
a rank, rk(a) € N; satisfying
rkl: If a has the form C(aq,...,a;) for a data constructor C, then aq,...,a; are compact
and rk(a) > rk(a;), for 1 <i <k.

rk2: If a has the form Fun(f), then for every b € D, f(b) is compact with rk(a) > rk(f(b))
and there exists a compact by C b such that rk(a) > rk(by) and f(bo) = f(b).
Moreover, there are finitely many compact elements by, ..., b, with rk(b;) < rk(a)
such that f(b) = | { f(bi) |1 <i<nAb Cb}.

Elements of D are denoted by programs which are defined as in [BT21a] except that
the case construct is more general since it allows overlapping patterns. For example,
it is now possible to define the function parallel-or [P177]. Setting True = Left(Nil),
False = Right(Nil) parallel-or can be defined as

Ac. case cof { Pair(True, ) — True;
Pair(_, True) — True;
Pair(False, False) — False }
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which is not possible in the programming language defined in [BT21a]. We will need this
greater expressivity in Section 5.
Formally, Programs are terms M, N, ... of a new sort § built up as follows:

Programs > M,N,L,R := a,b (program variables)
| Nil | Left(M) | Right(M) | Pair(M, N)
| caseMof {Cly;...;Cl,}

| Aa. M

| MN

| recM

| L

where in the case-construct the Cl; are pairwise compatible clauses (see Definition 4.1 below).
A clause is an expression of the form P — N where P is a pattern and NN is a program. A
pattern is either a constructor pattern or a function pattern. A constructor pattern is a
program built from constructors and variables such that each variable occurs at most once.
Function patterns are of the form fun(a) where a is a program variable.

Definition 4.1. Two clauses, P| — Ny and P> — Ns, are compatible if for any substitutions
01, 0o, if P10 =, Ps05, then N10; =, N2> where =, means a-equality, that is, equality up
to renaming of bound variables.

Compatibility of clauses can be decided efficiently since it is enough to consider most
general unifiers 61 and 6s.

The variables in P are considered as binders. Hence, the free variables of a clause
P — N are the free variables of N that do not occur in P.

In [BT21a] only simple patterns containing one occurrence of one constructor are
considered and two clauses are required to have different constructors. This is equivalent to
allowing arbitrary pattern but requiring different clauses to have non-unifiable pattern.

Programs that are a-equal will be identified. Moreover, we will write a = M for

o= rec(\a. M), and ab "= M for a "= \b. M.
Definition 4.2.

(1) A program M matches a constructor pattern P if there is a substitution 6, called the
matching substitution, such that dom(0) = FV(P) and P8 = M.

(2) A program M matches a function pattern fun(a) if M is a A-abstraction and in this
case the matching substitution is [a — M].

(3) A program matches a clause P — N if it matches P.

Except for the case-construct, the denotational semantics of programs in D is defined as
in [BT21a]. To define the denotation case M of {Cl} we first define when a domain element
d matches a pattern P and, if it does, the matching environment which has as domain the
variables of the pattern.

e In the case of a constructor pattern P this is obvious and the matching environment 7 (if
it exists) will satisfy [P]n = d.

e The matches of a function pattern fun(a) are the domain elements of the form Fun(f)
and the matching environment is [a — Fun(f)].

The denotation of a case program in an environment 7, [case M of {6[}]]77, is defined as
follows:
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Definition 4.3.

(1) If P — N is a clause in Cl such that [M]n matches P with matching environment 7/,
then [case M of {Cl}]n = [N](n + ') where n + 7 is the environment obtained by
overriding n with n'.

(2) If no such matching is possible, then [case M of {Cl}]n = L.

Due to the compatibility condition the denotation is independent of the choice of the
matching clause. This follows from the fact that two patterns P, P are unifiable if and only
if they have a common match and the most general unifiers are in a one-to-one correspondence
with the matching environments of the common match.

Definition 4.4. A program is called a wvalue if it is an abstraction or begins with a
constructor.

Note that a closed program is a value exactly if it is a weak head normal form (whnf).
Clearly, if M is a value, then [M]n # L for every environment 7.
The following small-step operational semantics of closed programs is similar to the one
in [BT21a]. The difference is due to the more general case expressions.
i. case Mof {...; P — N;...} ~» N if M matches P with matching substitution 6.
ii. (Az. M) N ~~ M[N/x].
ili. rec M ~» M (rec M).

/ -
iv. LM = M = if M doesn’t match any clause in CI.
case M of {Cl} ~» case M’ of {Cl}
!/
V. M]\]é : %, N if M is not an abstraction.
i M;~ M, (i=1,...,k)

C(My,...,My) ~ C(M{,...,,M,’c)
vil. Ae. M ~ \z. M.

Lemma 4.5 [BT21a]. Let M be a closed program.

1. M ~ M’ for exactly one M’.
9. If M ~ M', then [M] = [M].
3. [M] # L exactly if there is a hnf V' such that M ~* V.

Proof. (1) holds by the compatibility condition for case-constructs. (2) is easy. The proof of
(3) is as the proof of [BT21a, Lemma 33| for the case that M begins with a constructor, and
an easy consequence of [BT21a, Lemma 32] for the case that M is a A-abstraction. (]

4.3. Types. A type 7(FE) is assigned to every IFP-formula and predicate E, where types
are expressions defined by the grammar

Types > p,o ::= « (type variables) |1|px o |p+o|p=olfixa.p

where in fixa.p the type p must be strictly positive in a. Types are interpreted by
subdomains of D in an obvious way.

The idea is that for a formula A, 7(A) is the type of potential realisers. Expressions
without computational content will receive type 1.

Intuitively, by saying that a program a is a realiser of a formula A, one means that a
is a computational content of formula A. In intuitionistic logic, a proof of AV B gives us
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the evidence that A is true or B is true. The notion of realiser used in the present paper
is designed by treating this as the primitive source of computational content. Therefore,
we defined an expression non-computational (nc) if it contains neither disjunctions nor free
predicate variables. A more general notion of an expression with trivial computational
content is provided by the Harrop property. A formula is Harrop if it contains neither
disjunctions nor free predicate variables at strictly positive positions. A predicate P is
X -Harrop, if P is strictly positive in X and P[X /X] is Harrop for X a predicate constant
associated with X.

T(P(1)) = 7(P)

T(ANB) = 7(A) x 7(B) (A, B non-Harrop)
= 71(A) (B Harrop)
= 71(B) (otherwise)

T(AV B) = 7(A)+7(B)

T(A — B) = 7(A) = 7(B) (A, B non-Harrop)
= 7(B) (A Harrop)

T(Cx A) = 7(A4) (©e{v,3})

T(X) = ax (X a predicate variable)

7(P) =1 (P a predicate constant)

T(AZ. A) = 1(A)

T(O(AX.P)) = fixax.7(P) (O¢€{u,v}, P not X-Harrop)
= 1 (O € {u,v}, P X-Harrop)

For example, 7(N) = nat Ref fxa.1 + «, the type of unary natural numbers.

4.4. Realisability. Next, we define the notion that a program a : 7(A) is a realiser of a
formula A. In order to formalise this notion and to provide a formal proof of its soundness,
Berger and Tsuiki [BT21a] introduced an extension RIFP of IFP which in addition to the
sorts of IFP contains the sort §, denoting the domain D. For each IFP formula A they
define an RIFP predicate R(A) of arity (J) that specifies the set of domain elements that
realise A. Similarly, for every non-Harrop predicate P of arity (&) a predicate R(P) of arity
(¢,0), and every non-Harrop operator ® of arity (&) an operator R(®) of arity (&,0) is
defined. Note that instead of R(A)(a) we also write ar A. Moreover, we write r A to mean
(Ja)ar A.

Simultaneously, H(B) is defined, for Harrop formulas B, which expresses that B is
realisable, however with trivial computational content Nil. More precisely, we define a
formula H(A) for every Harrop formula A, a predicate H(P) for every Harrop predicate P,
and an operator H(®) for every Harrop operator ®. H(P) and H(®), respectively, will be
of the same arity as P and ®.

arA = (a=NilAH(A)) (A Harrop)
arP(t) = R(P)(f,a) (P non-H.)
cr(AANB) = (3a,b)(c="Pair(a,b) N\ar ANDr B) (A, B non-H.)
ar(ANB) = arAANH(B) (B Harrop, A non-H.)
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br (AN B) H(A)AbrB (A Harrop, B non-H.)
cr(AV B) = (Ja)(c=Left(a) Nar A)V () (c = Right(b) Abr B)
cr(A—B) = c¢:7(A)=7(B)A(VYa)(ar A — (ca)r B) (A, B non-H.)
br(A—B) = b:7(B)A(H(A) = brB) (A Harrop, B non-H.)
arOr A = Cx(arA) (¢ €{Vv,3}, A non-H.)
R(X) = X
R(\Z.A) = AZ,a)(arA) (A non-H.)
R(O(?)) = B(R(®) (O € {n,v}, @ non-H.)
()\X P) = AX.R(P) (P non-H.)
P(t)) = H(P)({) (P Harrop)
(A ANB) = H(A)ANH(B) (A, B Harrop)
H(A—-B) = rA— H(B) (B Harrop)
H(Cz A) = OzH(A) (& € {V,3}, A Harrop)
H(P) = P (P a predicate constant)
H(M\. A) = M. .H(A) (A Harrop)
H(O(®)) = O(H(®)) (@ € {4}, ® Harrop)
H(AX.P) = MX.Hx(P) (P X-Harrop)

For the last line recall that a predicate P is X-Harrop, if P is strictly positive in X and
P[X/X] is Harrop for X a predicate constant associated with X. In this situation Hy (P)
stands for H(P[X /X])[X/X]. The idea is that Hx (P) is the same as H(P) but considering
X as a (non-computational) predicate constant.

Lemma 4.6 [BT21a].

1. If A is Harrop, then H(A) < r A.
2. If E is an nc expression, then H(E) = E, in particular H(False) = False.

Example 4.7 (Realiser of induction and co-induction). Set

fog™= a.f(ga),
[f + 9] 2 Ac. case cof {Left(a) — fa; Right(b) — gb}.

Note that if f:p —ocand g:0 — o, then go f:p— o, and if f; : py — o and

fa: p2 — o, then [f1 + fo] : (p1 + p2) — 0.
Note also that for a s.p. non-Harrop operator ®, and a non-Harrop predicate P.

(@) = 7(v(®)) = fix 7(®) 2 fix a.7(D)(q)

For every s.p. type operator ¢ let mon,, : (o« = ) — () = () be the canonical
program such that for every s.p. operator ® and all predicates P, @ (of fitting arity), mon_ )
realizes (P C Q) — ®(P) € ®(Q). Then mon, is a polymorphic program whose type
depends on the type variables a, 8. These type variables may be substituted by any types
p,o. We sometimes write mon’? to indicate that we are interested in the typing obtained
by this substitution, that is, mon{’ : (p = o) — ¢(p) — ¢(c). A similar convention

applies to the polymorphic programs deﬁned below, such as it,, coit,, etc., as well as to the
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polymorphic constructors Left®” : & — (a + ), Right®” : § — (a + ), and the identity
function id® : @ — a. Of course these programs do not depend on the superscripts but only
on the subscript (if any).

To improve readability we will in the following omit the ‘7’ from 7(A), 7(P) and 7(®)
and we write v® instead of v(®), etc. Hence for example, instead of writing

mon ()" (7(P) = 7(1(®))) = T(®)(7(P)) = 7(®)(r(1(®)))
we write
mon,"® : (P — v®) = &(P) — d(vd)
mon},”® : (P = v®) — &(P) — v®

since 7(@)(7(v®)) = 7(v®).

Induction. If s : ®(P) — P realises ®(P) C P, then itk s realizes u® C P where
ity : (¢(a) = a) = fix (¢) = «a,

. Def fix NeY
it, s = rec \f.somon, () I

Co-induction. If s : P — ®(P) realises P C ®(P), then coit} s realises P C v® where
coit,, : (a0 = ¢(a)) = a — fixp,

. Def a,fix
coit, s = rec Af. mong ¥ fos.

Half-strong co-induction. If s : P — (®(P)+v®) realises P C ®(P)Uv®, then hscoitL s
realises P C v® where

hscoit, : (a = (p(a) + fixp)) = a — fixp

hscoit,, s el vec Af. [mongvﬁx‘ﬂ f+idfix ] os

Strong co-induction. If 5 : P — (®(P) + v®) realises P C ®(P U v(®)), then scoit s
realises P C v® where

scoit, : (o = p(a +fixp)) = a — fixp,

.,  Def )
scoit, s = rec \f. mong+ﬁx¢fﬁx¢ [f +idf%%] o 5.
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Generalised half-strong co-induction. Assume @’ is monotone.
Let absorbg, 4 : ®'(®(a)) — ®(a) realise ®'(®(Y)) C ¢(Y) for all Y.
If s: P— ®'(®(P) 4+ v®) realises P C ®'(®(P) Uv(P)), then

hscoitg (absorbgs ¢ 0 mong [mong Left + mong Right] o s)

realises P C v®. This means that the realiser is a function f : P — v® defined recursively
by

f rec moné”rwb,wb [f + idwl)]
P+vd
) absorb@,,<I>

O(P)+v®,d(P+vd P.P+vd O, P+vd 1y
o monq>,( e (P )[monq) P Left?® + monj " Right 7 ®]

o S.

Example 4.8 (Realiser of well-founded induction). The schema of well-founded
induction, WFI 4(P), is realised as follows: If s realises Prog ~,4 Where P is non-Harrop,
then Accs N A C P is realised by

o = Xa.(sa(\a. \b. fa')) if < and A are both non-Harrop,
o [ Xa.(saf) if < is Harrop and A is non-Harrop,

e &= 5(\b.¢&) if < is non-Harrop and A is Harrop,

e recs if < and A are both Harrop.

See [BT21a, Lemma 21] for a proof.

4.5. Soundness. The Soundness Theorem [BT21la] stating that provable formulas are
realisable is the theoretical foundation for program extraction.

Theorem 4.9 (Soundness). Let A be a set of nc azioms. From an IFP(A) proof of formula
A one can extract a program M : 7(A) such that M r A is provable in RIFP(A).

More generally, let T be a set of Harrop formulas and A a set of non-Harrop formulas.
Then, from an IFP(A) proof of a formula A from the assumptions I'; A one can extract
a program M with FV(M) C @ such that @ : T(A) &+ M : 7(A) and M r A are provable in
RIFP(A) from the assumptions H(I') and dr A.

If one wants to apply this theorem to obtain a program realising formula A one must
provide terms K1, ..., K, realising the assumptions in A. Then it follows that the term
M(Ky,...,K,) realises A, provably in RIFP. Because the program axioms of RIFP given
in [BT21a] are correct with respect to the denotational semantics, a further consequence is
that M (Ky,...,K,) is a correct realiser of A.

That realisers do actually compute witnesses is shown in [BT21a] by two Computational
Adequacy Theorems that relate the denotational definition of realisability with a lazy
operational semantics.
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5. COMPUTATIONALLY MOTIVATED LOGICAL CONNECTIVES

Non-termination is a natural and fundamental phenomenon in computation. It is denota-
tionally modelled in domain theory [GHKLMSO03] and a logical account of it is Scott’s logic
with an existence predicate [Sc79]. The Minlog system [Minll] supports the extraction of
programs that may or may not terminate and keeps control of potential partiality through a
logic with totality degrees. A limitation of programs extracted from proofs in Minlog, or other
systems such as Coq [Let02], is that they are sequential. Having the possibility of running
computations concurrently, on the other hand, can be very useful to get around partiality.
If, e.g., M and N are two programs known to realise formula A under the assumption that
condition B or =B holds, respectively, then at least one of them is guaranteed to terminate.
So running them concurrently and picking the result obtained first, will lead to a result
realising A, provided that if M or N terminates then it realises A.

To capture realisability restricted to a condition as described above, we follow the
approach in [BT21b] and extend in Section 5.1 IFP by a propositional connective

Alp (“A restricted to B”)

which, for nc-formulas B, has a similar meaning as the formula B — A but behaves slightly
differently (and better) with respect to realisability: While a realiser of B — A is a program
that realises A if B holds but otherwise provides no guarantees, a realiser of A[p is a
program p that terminates and realises A if B holds, but even if B does not hold, p will
realise A provided p terminates. In order to behave well, the formation of A[pg is restricted
to formulas A satisfying a syntactic condition called productivity (defined in Section 5.1)
that guarantees that only terminating programs can realise A.

In Section 5.2 we introduce the concurrency modality ||(A) from [BT21b] with the
crucial rule

Alp Al-B
7U(A) (1l-lem)

that makes precise the above intuition. We also prove the realisability of a couple of further

rules that say how || interacts with other logical connectives.
*

Finally, in Section 5.3, we introduce a new concurrency modality, || (A), which inherits
most of the properties of || (A) but in addition has realisable rules corresponding to a monad.
This new modality will be used in Section 7 to define concurrent versions of the signed digit
representation and infinite Gray code which are constructively equivalent.

5.1. Restriction A|p. Following [BT21b], we introduce restriction, A|p, where A is re-
quired to be productive*, that is, every implication and restriction in A has to be part of a
Harrop formula or a disjunction. In particular, Harrop formulas and disjunctions are always
productive. The reason why A is required to be productive is that this ensures that A has
only defined realisers, that is | does not realise A.

The definition of the Harrop property is extended by demanding that Harrop formulas
must not contain a restriction at a strictly positive position. In particular, restrictions are
not Harrop. Realisability for restrictions is defined as

arAlp D:efa:T(A)/\(rB—>a7éL)/\(a7éJ_—>arA).

4Observe that in [BT21b] the notion “strict” is used instead of “productive”.
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Note that if A is a Harrop formula, then ar A[p is equivalent to the formula

(rBVa#1l)— (a=NilAH(A)).

The type of restriction is 7(A[p) Def T(A).

To gain some intuition suppose that a closed program M realises A[p. Since closed
programs denote a value different from L exactly if they reduce to whnf, one has: (i) If B
is realisable, then M reduces to whnf. (ii) If M reduces to whnf, then M realises A (even
if B is not realisable). In this sense, one has partial correctness of M with respect to the
specification A. The distinction between A[p and B — A regarding realisability is carefully
discussed in [BT21b].

Sometimes, we need to get rid of the productivity requirement. This can be achieved by
considering formulas of kind A V False instead of just A. By definition, A Vv False is always
productive. Moreover, ar A, exactly if Left(a)r A V False. Note here that False has no
realiser. This leads us to the following unrestricted version of the restriction connective

Al Def (A V False)|p.

Since the realisers of such formulas are more complicated than those in the productive
case, we keep both versions of the restriction connective. It should be clear from the definition
that all statements in this paper about the realisability of rules for the restriction connective
[ also hold for the unrestricted version [".

The following derivation rules concerning restriction are added to IFP:

B— AyVA, —-B— AyNAy

([-intro (Ag, A1, B Harrop))

(A() V Al) fB
Alp A— (A'B) .
s ([-return) e ([-bind)
A B - B A B
“BATB'—) (]-antimon) [BT ([-mp)
Alp
ArFalse (r_efq) ArﬁﬁB (r_Stab)
(Alp)I& Al Clp
Al ([-absorb) AnO)s ([-N).

Lemma 5.1 [BT21b]. The rules for restriction are realisable, provably in extended RIFP.
Hence, Soundness Theorem 4.9 remains valid for the extension of IFP by restriction, however,
classical logic is needed to derive the correctness of realisers.

Note that the last two rules have not been considered in [BT21b]. As is easily verified,
Rule ([-absorb) is realised by Aa.caseaof {Left(a’) — a'} and Rule ([-A) by (Pairl)J,
where fla denotes strict application:

fla 2 case a of {C(.) = fa|C € {Nil, Left, Right, Pair, fun}}.
Observe that fla = faifa# L and fl1 = 1.
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Lemma 5.2 [BT21b]. The following rule is derivable from the rules for restriction:

Al A— A
A'lp

The rule is realised by Af. Aa. fla. To see this assume that ar Al and fr(A — A').

We have to show that flar A'[g. Suppose first that r B. Then a # 1 and hence by

definition of f, fla = fa. We need that fa # L. Here, the productivity requirement for

the restriction connective comes into play: A’ needs to be productive and since far A’, we

have that fa # |, as was to be shown. Next, suppose that fla # 1. Then a # 1 as well,

by definition of f|. Therefore, ar A. It follows that far A’. Since a # L, we moreover have
that fla = fa. Thus, flar A’

([-mon).

5.2. McCarthy’s Amb and the concurrency modality ||(A). To deal with concurrency,
[BT21b] introduced a further constructor Amb(a,b) indicating that its arguments a, b need
be evaluated concurrently in order to obtain one of the results even if the other one is not
terminating. The domain D now has to satisfy the domain equation

D = (Nil + Left(D) + Right(D) + Pair(D x D) + Fun(D — D) + Amb(D x D)), .

The programming language is extended by a constructor Amb which denotes the constructor
Amb in the domain D. Hence, denotationally, the constructor Amb is an exact copy of
Pair, that is, it acts like a lazy pairing operator. Only the operational semantics interprets a
program Amb(M, N) as a concurrent computation of M and N until one of them is reduced

to whnf. This is formalised by the following (non-deterministic) relation ~> (‘c’ for ‘choice’):
M ~ M’
M~ M
cii. Amb(M;, My) ~» M; if M; is a whnf (i = 1,2),
M;~ M! (i=1,...,k) it C £ Amb,
C(My, ..., M)~ C(M],...,, M)

ci.

ciii.

The deterministic relation ~ which ~> extends is now to be understood with respect to all
constructors, including Amb. The intuition of ~ is that a program is first deterministically
evaluated using ~-». If a program of the form Amb(M;, M) is obtained, deterministic
computation continuous in parallel with M; and M. As soon as one of the two programs
reach a whnf, the other may be discarded using Rule (cii). Rule (ciii) says that the
computation can be carried out inside (nested) data constructors. Note that rule (cii) cannot
be applied to proper subterms of a term Amb(M;, M) since the only way of reducing
Amb(M;, Ms) with a rule other than (cii) is by Rule (ci) and Rule (vi) of ~». This ensures
that at any point only two concurrent threads are needed to carry out the computation.
For the reductions to yield the desired result (see [BT21b], Theorems 1 and 2), fairness
conditions must be imposed. For example, if in Amb(M;, M) at least one of the M; is
hnf, then Rule (cii) will eventually be applied. In [BT21b] slighty more general (and more
complicated) but essentially equivalent rules are given which facilitate the formalisation of
the fairness condition and allow parallel threads to be evaluated at differend ‘speeds’.

To indicate at the logical level that a realiser of a formula A may be computed con-
currently, a new modality || (A) was introduced in [BT21b] where, again, the formula A is
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required to be productive. For a non-Harrop formula A realisability is defined as

crll(A) Refo Amb(a,b) Na,b:T(A) A

(@£ LVb#1L)A
(a# L —=arA)AN(b# L —brA).

Thus, a realiser of ||(A) is a pair of candidate realisers a and b at least one of which denotes
a defined value and all of @ and b which are defined values are correct realisers. In particular,
if @ and b are both defined, then they are both correct realisers. Therefore, by running the
two programs for the candidates a and b concurrently and taking the one which becomes
defined (i.e. a whnf) first, it is guaranteed that we obtain a correct result. Hence, we can
safely stop the other process.

The occurrence of A in |[(A) is regarded strictly positive. The definition of the Harrop
property is further extended by demanding that Harrop formulas must not contain the
concurrency operator at a strictly positive position. In particular, || (A) is always non-Harrop
(even if A is Harrop). The type of the concurrency modality is 7(]/(A)) = A(7(A4)) where
A is a new type operator.

IFP is once more extended by adding the following derivation rules. The logical system
thus obtained is called Concurrent Fized Point Logic (CFP).

Ale Al-¢ A
W (1]-lem) m (l]-return)
(A A—B 1(4)
W (1J-mon) i (ll-H (A Harrop))
1(AlB) Alp Clp
ia) (H-A-absorb) AV Opp W)
B_>u(AO\/A1) -B — Ag N Ay

(1l-[-intro (Ag, A1, B Harrop))

H(Ao VvV A1) lB
Note that the last three rules have not been considered in [BT21b].
Lemma 5.3. The rules for the concurrency modality are realisable.

Proof. The realisability of the first four rules has been shown in [BT21b]. It remains to
consider the last three rules.

It is easy to see that (]| -[-absord) is realised by the identity function: Assume cr |[|[(A]p).
Then ¢ = Amb(a,b). Furthermore, a # 1 or b # L, and in the first case ar A[p while in
the second case br A[p. We show that cr |[(A). By the facts we know about ¢, it suffices
to show that if a # L then ar A (and similarly for b). But if a # L, then ar A[p and hence
arA.

Next, we show that Rule (||-]-V) is realised by

9 2 \a. \b. Ambyg (Left|a, Rightb).
where Ambrg (u,v) Def Amb(u,v) if u = Left(_) or v = Right(_) and 20| otherwise.
Ambyr can be easily defined using the case construct.
Suppose that ar A[g and br C'[p. We have to verify that
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1. r(BVD)—gab# L.
2. gab# L — (gab)r|[(AV ().

(1) Assume BV D is realisable. Then B or D is realisable. Without restriction assume
r B. Then a # L and hence Leftla = Left(a) and gab = Amb(Left(a), Right]b) # L.

(2)Ifgab # L, then gab = Amb(u,v) where u = Left|a and v = Right|b, and u # L
or v # L. Furthermore, if u # L, then u = Left(a) where a # L. Hence ar A and therefore
ur (AV C). With a similar argument one sees that if v # L, then vr (A V C).

Rule (]|-[-intro), finally, is realised by

h 2 \c. case cof {Amb(C(.),-) = ¢; Amb(_,C(.)) = c¢| C € {Left, Right}}.

Observe the overlapping clauses. First we note that for ¢ : A(7(Ag V A1)):

(*) @ If ¢ is of the form Amb(a,b), where a # L or b # L, then hc = c. This is the case, in
particular, if ¢ realises ||(AgV Ap).
(**): If hc# L, then hec = c and c is of the form Amb(a,b) where a # L or b # L.

Now, assume c realises B — [[(AgV A1), that is, ¢ : A(7(ApV A1)) and H(B) — cr (|[(AoV
A1)), and that H(—=B — Ag A A;) holds, that is, -H(B) — H(Ag) A H(A;). We show that
hc realises |[(Ao V A1)[B:

First, assume H(B). Then c realises |[(Ag V A1). Hence, by (*), hc =c¢ # L.

Next, suppose hc # L. Then, by (**), hc = ¢ and ¢ is of the form Amb(a,b) where
a# L or b# L. Therefore, it suffices to show that c realises |[(AgV A1). We do a classical
case analysis on H(B). If H(B) holds, then c realises ||(Ag V A;). If H(B) does not hold,
then H(Ap) and H(A;) hold. To prove that ¢ realises || (A V A1) it suffices to show that
whenever a or b are defined, then they realise Ay V A;. Since ¢ : A(7(Ap V A;)), we have
a,b e 7(ApV Ay). But, since H(Ap) and H(A;) hold, every defined element in 7(Ay V Ay)
realises Ag V Aj. ]

We summarise the realisers obtained by displaying the rules above with their realisers.
We restrict Rule (||-mon) to the most interesting cases where A and B are both non-Harrop.
In this case we need for the rule the program

mapamb 2= \f. \c. case cof {Amb(a,b) — Amb(fla, f1b)}.

arAlc brA[-¢ ) ar A
Amb(a,b)r [L(4) Hem) Amb(a, 1) r 1[(4) |

crll(A) fr(A—B) H(|(4))

l-return)

(/l-mon, A, B non-Harrop) (1l-H (A Harrop))

(mapamb fc)r || (B) H(A)
CLI'A[B bI'C[D CFH(ATB)
(gab)r || (AV C)pvp -I-V) e (A) (1I--absorb)

H(B) —cCr u(A[) V Al) —|H(B) — H(Ao) VAN H(Al)
(hC)I‘ll(Ao V Al)rB

(ll-[-intro (Ag, A1, B Harrop))

where g, h are as defined in the proof.
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Lemma 5.4. The following rules are derivable in CFP:
-—(AVB) Cla Clp -—(AVB) Cla Dip

(o) (1]-Vv-elim) (CV D) (1l-Vv-elim-or)
v D) - UAAB)
u(u(A) v U(B» (ll—\/-d1st) U(A) A U(B) (ll A-d t).

Proof. Rules (||-V-elim) and (]| -V-elim-or) have already been considered in [BT21b]. The
Rules (]]-V-dist) and (||-A-dist) are easy consequences of the Rules (]| -return) and (|]-
mon). []

Let us again display the rules with their realisers.
-H(~(AVB)) arCls brClp
Amb(a,b)r || (C)
-H(-(AVB)) arCla brD]|p
Amb(Left|a, Right|b)r || (C V D)
crll(AV B)
(mapamb gc)r [[(I1(4) v [L(B))
where gd 2 case d of {Left(a) — Left(Amb(a, 1)); Right(b) — Right(Amb(b, 1))}

cr|[[(ANAB) .
Pair(mapamb g; ¢, mapamb gz ¢) r (|[(A) A [[(B)) (U-A-dist)

where g; d 2 casedof {Pair(ay,az) - Amb(a;, L)}.

(1l-V-elim)

(ll-V-elim-or)

(1l-V-dist)

5.3. The monadic concurrency modality ||(A). It is easy to see that the concurrency
modality || is not a monad. The monadic lifting law (A — [|(B)) — (ll(A) — [[(B)) is in
general not realisable. In order to turn it into a monad we use its finite iterative closure

*

[L(A) £ (A v [1(A)).

*
Note that ||(A) is defined for arbitrary formulas A (not only productive ones) since in its
definition || is applied to a disjunction. As follows from the definition, we have for ¢ : d,

cr [[(A) 2 ¢ = Amb(a,b) Aa,b: 7(AV [L(A)) A (a# LVb# L) A
(@# L — (a=Left(d') Ad'r A) V (a = Right(a") A d”t [|(A))) A
(b# L s (b= Left(t)) Al r A) V (b = Right (") A V' r [ (A))).

As we will see next, in case of the iterated concurrency modality the following analogue
of Rule (|| -[-intro) modality is realisable. Again Ag, A1, B are required to be Harrop:

B — u(Ao V Al) -B — Ag AN Ay (ﬁ— [—intro)

(Ao Vv Ay)lB
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We need the following functions Ling,>: D x D — D and f*,h*,g: D — D:
a Ui b 2 case Pair(a, b) of {Pair(Nil, ) — Nil; Pair(_, Nil) — Nil},

d>a 2 casedof {Nil — a},

f*d ™= cased of {Left(Left(Nil)) — Nil;
Left(Right(Nil)) — Nil;
Right(Amb(u,v)) — f*ulUNq f v},

hte ™ casecof {Amb(a,b) —
case f"a Unj f*bof {Nil —
Amb(f*a>ga, f*b>gb)}
b
gd Def case dof {Left(_) — d;Right(e) — Right(h"e)}.

Lemma 5.5. Assume A = AgV A1 where Ay and Ay are Harrop formulas.

*

1. (Va,b) (Amb(a,b) r [|(A) = f*a = Nil v f*b = Nil).
2. (Vo) (er [[(A) = (hTc)r [|(A)). )

3. If H(Ap) and H(A;), then (htc)r || (Ao V A1), for all ¢ such that h'tc is of the form
Amb(_, ).

Proof. (1) We use s.p. induction. If Amb(a, b) r | (A), then ar (AV [[(A)), or br (AV | (A)).

Without restriction assume the former. If a = Left(d) where dr A, then f*a = Nil

If a« = Right(Amb(u,v)) where Amb(u,v)r |[|(A), then, by the induction hypothesis,
f*u = Nil or f*v = Nil. Hence f*a = Nil.

*
(2) Again, we use s.p. induction. Assume cr [[(A). Then, by (1), ¢ = Amb(a,b)
with f*a Unpy f*0 = Nil and htc = Amb(d/,b) with o’ = f*a>ga and b’ = f*bp gb.
Since f*a Uny f*0 = Nil, @’ = ga # L or b = gb # 1, as required. It remains to

show that every defined element of {a’,0'} realises AV |[|(A). Without restriction let a’
be defined. Hence o’ = ga and either (i) ga = a = Left(p) and thus o’ = Left(p) with
p € {Left(Nil), Right(Nil)}; or (ii) a = Right(q) and ga = Right(h'q), which means

that o’ = Right(h™q). Since cr ||(A) it follows that ar (AV [[(A)). In Case (i), a = @’ and
we are done since a is defined and hence realises AV || (A). In Case (ii), gr || (A). Therefore,

*

by the induction hypothesis, (h*q)r ||(A) and hence a’r (A V || (A)).
(3) Assume H(Ag) and H(A;). We prove the required formula first for compact ¢ only
and will later show that this is enough. Hence we show first
(V compact ¢) (hc = Amb(_, ) — (hte)r [[(A)).
We prove this by induction on the rank of ¢. The proof is in large parts similar to the
proof of (2). Let ¢ be compact and assume h*c = Amb(d/,b'). Then ¢ = Amb(a,b)
with f*a Unpy f*0 = Nil, @’ = f*a>ga and ¥/ = f*b> gb. Since f*a Unj f*b = Nil, it
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follows as in the proof of Statement (2) that ' = ga # 1, or b’ = gb # L. In either
case, one of a/,b’ is defined, as required. It remains to show that every defined element

of {da’,b'} realises AV [[(A). Without restriction let o’ be defined. Hence a’ = ga and
either (i) ga = a = Left(p), and thus o’ = Left(p) with p € {Left(Nil), Right(Nil)}; or
(ii) @ = Right(q) and ga = Right(h*q), which means that o' = Right(h*q). Since H(Ay)
and H(A;), Left(Nil) and Right(Nil) both realise A. Hence, in Case (i), a’'r (A V [[(A)).
In Case (ii), since f*a’ = Nil, ¢ must be of the form Amb(_, ). Therefore, since ¢ has

¥
smaller rank than ¢, by the induction hypothesis, (h*q)r || (A) and hence a’'r (A V |[(A)).

To remove the restriction to compact ¢, it suffices to show that for every ¢ there is a
compact ¢y C ¢ such that hteg = hte. If hte = L, then we can choose cg = L. Otherwise,
¢ = Amb(a, b). Since f* is continuous and its range contains only compact elements (namely
1 and Nil), there are compact ap = a and by C b such that f*ag = f*a and f*by = f*b.
Therefore, it suffices to show

(V compact ag, bo) (Va,b) (ap CTaAby CTbA f*(ap) = ffa N ffbo = fb
— hTAmb(ag, by) = h" Amb(a,b).

This can be easily shown by induction on the maximum of the ranks of ag and bg. []

*
Now, we are able to derive the result on Rule (|| -[-intro) we are aiming for.

Lemma 5.6. Rule (||-|-intro) is realised by ht.

Proof. Set A 2 49 v Ap, and assume that c realises B — ||(A) and H(—-B — A) holds.
The former means that H(B) — cr ||(A) and the latter that ~H(B) — H(Ap) A H(41).
We have to show that h'c realises ||(A)[p.

First, assume H(B). Then crﬂ(A) and, by Lemma 5.5(1), h'tc realises L*L(A) and is
therefore defined.

Next, suppose h*c is defined. Hence ¢ = Amb(a,b) and h*c = Amb(d’,V') with
a' = f*arga and b = f*b> g(b). We have to show (h™c) rfl(A). Since fl(A) has the same
realisers as || (A V l*l(A)), it is sufficient to derive that (hc)r |[[(AV fl(A)) That is, it
suffices to verify that every defined element of {a’,V'} realises AV l*l(A) Without restriction
assume that a’ is defined. We do a classical case analysis on H(B). If H(B), then cr Jj(A)
Therefore, by Lemma 5.5(2), (hc)r fl(A) and hence a’'r AV Jj(A) If =H(B), then H(Ay)
and H(A;). By Lemma 5.5(3) we thus have that, (hc)r fl(A) and with the same argument

*

as above we obtain a’'r AV [[(A). ]

Similarly, an analogue of the well known introduction rule for the connective A is
realisable:

L4 (B

*

(AN B)

(L*L—/\—intro).
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Define
f*d"Z casedof {Left(_) — Nil; Right(Amb(u,v)) — f*u Uy f*v},

gde X casedof {Left(d) — casecof {Left(¢') — Left(Pair(d, ¢));
Right(e”) — Right(hade”)};
Right(d") — Right(h; d"e)},
hiuv = caseuof {Amb(a,b) —
case f*a Unij f bof {Nil - Amb(f*a>gav, f*b>gbv)}},
houv = casewvof {Amb(a,b) —
case f*a Uy f*bof {Nil = Amb(f*a>gua, f*>gub)}}.

Lemma 5.7.
1.drAAcr||(B) — (hoLeft(d)c)r [[(AA B).

*
2. aar|[(A) Acar [[(B) = (hicica)r [L[(ANB).
Proof. Both statements are shown by s.p. induction.

(1) Assume that dr A and cr ||(B). Then ¢ = Amb(a, b) with f*alni f*b = Nil. Hence,
hs Left(d) c = Amb(d/, ') with o/ = f*a>gda and b = f*b>gdb. Since f*alni f*b = Nil,
we have that @’ # 1 or b’ # L as required. It remains to show that all defined elements of

{a’,b'} realise (AAB)V || (AAB). Without restriction suppose that a is defined. Recall that
dr A. So, we have that (i) a = Left(p) with pr B and g Left(d) Left(p) = Left(Pair(d, p)),
or (ii) a = Right(q) and g Left(d) a = Right(hg Left(d) ¢). Thus, o’ = Right(hs Left(d) q).

Because pr B, it follows in Case (i) that ar (B V fl(B)) Therefore, (g Left(d)a)r ((A A
B)V [[(AA B)), ie., (ho Left(d) ) r [L(A A B).

In Case (ii) we have ¢r l*i(B) By the induction hypothesis we therefore obtain that
(ho Left(d) ¢) r fl(A A B). Thus, a'r ((AA B) V Jj(A A B)) which implies that

*

(ho Left(d)c)r || (A A B).

(2) Now, suppose that ¢; r A and cor B. Then ¢; = Amb(u,v) with f*uUny f*v = Nil
and hi ¢1 co = Amb(d/, V') with o’ = f*urg ucy and b’ = f*o>gvey. Since f*ulng f*v =
Nil, we have that ' = gucy # 1 or ¥’ = gvcg # L, as required. Again, it remains to show

*
that each defined element of {a’, b’} realises (AA B)V || (AA B). Without restriction assume
that @ is defined. Then o’ = gucy and (i) u = Left(d) with

gucy = case cy of {Left(e) — Left(Pair(d, e)); Right(e’) — Right(haue’)},
or (ii) u = Right(d') and gucy = Right(hy d' ¢3), i.e., a’ = Right(hy d’ ¢3).

In Case (i) it follows that either ' = Left(Pair(d, e)) and thus o’ r ((AAB)V [[((AAB)),
or a’ = Right(hade’), from which we obtain with the first statement that again a'r ((4 A

B)V [[(AA B)).
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In Case (ii) we have that d'r fl(A) and hence by the induction hypothesis that
(hid c2)r [|(AA B). Thus, a'r ((AAB)V |[[(AA B)), that is (h1cic2)r [[(AA B). []

*

Corollary 5.8. Rule (||-A-intro) is realised by hy.

We extend CFP by the Rules (|| -[-intro) and (||-A-intro).

Lemma 5.9. The following rules for the iterated concurrency modality are derivable:

uj(LlA) (fl—H (A Harrop))
%(A) (l*l-emb) M (u-ﬂ-absorb)
H(A) 1(A)
*A (ﬂ—retum) 1A *A—>ll(A’) (J*i-bind)
14 WA
l*l(AfB) (ﬁ—[—diSt) — U4 \/?) (fl—\/—dist)
I(A)IB HWLA) v 1L(B))
WA A=B - fony | AN i)
1L(B) L(A) A LL(B)
M (ﬂ_*)_dist) M (ﬁ—idem).
1L(A) = IL(B) 1L(A4)
Als, o Alsy (1)

Proof. Rule (fl-H ) follows by induction. From AV A — A we obtain with Rules (]|-mon)
and (]|-H) that |[(AV A) — [[(A) and |[(A) — A, hence [|[(AV A) — A.

The Rules (l*l-emb) and (||-]|-absorb) follow directly from the definition of fl and
Rule ({]- mon)

Rule (Ll return) follows directly from the definition of Ll and the Rule (|- retum)

For Rule (ll bind) assume that A — u(A’ ). We prove by induction that also U( ) —
L*l(A’) that is, we have to show that [[(AV LL(A’)) — u(A’) which means that we must
demonstrate that ||(A V u(A')) — [[(A"V LL(A’)). Because of the monotonicity of || it

* *
suffices to prove that AV [[(A") — A’V [[(4’), which is an immediate consequence of our
assumption.
*
In case of Rule (]|-[-dist) we apply the induction principle again. It suffices to show

H(AIB V l*l(A) 'B) — ﬂ(A) . With (l*l-return) we have A — l*l(A) and hence, because
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*

of ([-mon), Alp — L*L(A) 5. Therefore, (Al V [[(A)[B) — l*l(A) IB, from which it follows
with Rule (]| -mon) that |[(Als V [[(A)l5) — L(L(A)5). With Rules (||-[-absorb)
and (|]-||-absorb) we get [L(AlgV [L(A)5) = LL(A)]5.

The Rules (ﬂ—\/—dist), (fl—mon), (l*l—/\—dist), (ﬂ——)—dist), and (ﬂ—idem) follow from the
monadic laws (l*l—return) and (ﬁ—bmd) in the usual way.

Rule (l*l—[—\/) is obtained, roughly speaking, by iterating Rule (||-[-V). The proof is by
induction on n. For n = 1, the rule follows immediately with Rules (ﬂ—?“eturn) and ([-mon).

For the step assume Alp,, AlB,, ..., AlB By the induction hypothesis, || (A)[B,v-vBy4:-

n+1°
With Rule (||-[-V) it therefore follows |[(AV ||(A))B,vByv--vB,.i- Since [[(AV [[(A)) is
equivalent to ||(A), we obtain ||(A)[p,vB,v--vB,., by applying Rule ([-mon). ]

The subsequent list contains realisers for the rules in the above lemma extracted from
their proofs.

Tl ([em)
(mapamb Leftc) r |[[(A)

*

cr|[[(ll(A))
(mapamb Rightc) r fl(A)
_ard
(frr @) 11(A)
cr|[(A) gr(A *—> 1L(A"Y) (ﬂ—bind, foind below)
(foinage) r[L(A)

cr u(AiB) (l*l—[—dist, fi—dist below)

(fi—aissc)r [L(A)IB

crli(4) gr (il ) (fl—mon, fmon below)
(fmon g c) r [L(B)

crl(AV B)
(funon (MapLR frer) ) v [1([1(4) V [1(B))
crll(AAB)
Pair(fuuon (71 ¢), frmon (R ) T (1L(A) A [1(B))
cr (A= B)

(Foind (M- fiima (AF- £a) ) £ (1L(A) = [1(B))

(u—fl—absorb)

(l*l—return, fret below)

([1-v-dist)

(l*l—/\—dist)

([l-—-dist)



1:36 D. SPREEN AND U. BERGER Vol. 19:3

cr LL(1(4)) - (ﬂ—idem)
(fbind (Aa.a)c) r || (A)
berfBl ...an‘AFBn (L*l—[-\/)

(Fabr - bo) T [L(A) [ Brves,

where
frer @ 2" Amb(Left(a), 1)
foind g = mapamb (\d. case d of {Left(a) — Right(ga); Right(c)) = foinagc’}),
fi—dist = mapamb (\d.cased of {Left(a) — d; Right(¢) — fi_aist ¢'}),
faon g = mapamb (\d. case d of {Left(a) — Left(ga); Right(¢') = fumengc'}),
mapLR g¢ 2 \¢. case cof {Left(a) — Left(ga); Right(b) — Right(gb)},
w2 Ap. case p of {Pair(a, ) — a},

TR Def Ap. case p of {Pair(_, b) — b},
Def

fibi = fretdbr,

Def _
fn-i—l blu-bn-i-l = gbl (fnb2 bn+1)a

jac Def Amby g (Lefta, Right|c).

A further useful rule that we will use in the sequel is a concurrent version of half-strong
co-induction.

Lemma 5.10 (Concurrent Half-strong Co-induction Principle). Let ®q: P(X) —

P(X) be a monotone operator and ®(Y) et W(®o(Y)). Then:

IfY C ﬂ(@(Y) Uv®) then Y C vd.

The principle is an immediate consequence of the generalised half-strong co-induction
principle (Lemma 3.2): Because of Rule (ﬂ—mon) ® is monotone and with Rule (fl—
idem) we have that ® absorbes l*l Note that 7(®)(«) is of the form A*(p(a)). So,
if s: P — A*(®(P) + v®) realises P C fl(q)(P) Uv®), then P C v® is realised by
chscoite s : P — v® with

chscoitg s Def 7,

where f is defined as in the case of the realisability of generalised half-strong co-induction
(Example 4.7). Moreover,

absorb? R find (Na.a): A*(D(a)) — O(a),

)

Def
monfl = fmon-
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6. CONCURRENT ARCHIMEDEAN INDUCTION

A powerful tool in the investigation in [BT21a, BT21b] of the relationship between the
signed digit representation and infinite Gray code is Archimedean induction, which is the
Archimedean principle formulated as an induction rule:
(Vx #0) (|z] <1/2 = P(2x)) — P(x)
(Va £ 0) P(a)
In IFP Rule(Al) is deduced as a special case of well-founded induction (cf. [BT21a]). A
useful variant is:

(AD)

(Vz € B\ {0}) P(z) V (|z| < 1/2 A B(2z) A (P(22) — P()))
(Vz € B\ {0}) P(z)

In what follows a concurrent version of the Rule (AIB) is needed.

(AIB)

Definition 6.1. Iterated concurrent Archimedean induction is the rule
(Vz € B\ {0}) l*l(P(x) V (Jz| <1/2 A B(2z) A (P(2z) — P(x))))
(va € B\{0}) [1(P(x))

where B and P are non-Harrop predicates.

(CAIB*)

Lemma 6.2. Rule (CAIB*) is realisable. Let s realise the premise of (CAIB*). Then

caibs 2% \b. a (sb) realises the conclusion of (CAIB*), where a is defined by simultaneous
recursion together with s’ as

rec /
aw = mapamb s w

s'u"E caseuof { Left(Left(c)) — Left(c);
Left(Right(Pair(b,d))) — Right(fuind (fret 0 d) (a (sD)));
Right(w') — Right(aw’) }.

Proof. A\b.a (sb) has the right type, 7(B) — A*(7(P)) where A*(«) Def fix 3. A(a + ).

This holds, since we have that s : 7(B) — A*(p), with p Def T(P)+ 7(B) x (1(P) — 7(P)),
from which one can infer by a simple type inference that a : A*(p) *

st (p+ A*(p)) = (T(P) + A*(7(P))).
Set C(z) 2 P(2) v (jz| < 1/2 A B(22) A (P(22) — P(2))). To complete the proof, it

clearly suffices to show that if x # 0 and w realises ||(C(x)), then aw realises ||(P(x)).
Let

Qz) % (vw) (wr [1(C(2)) = (aw)r [L(P(x))).

We use Rule (AI) to prove that (Vx # 0) Q(x).
Let « # 0. The Archimedean induction hypothesis is

(AIH): |z| <1/2 = Q(2z).
We show Q(x) by a side induction on the definition of wr |[[(C(x)). Hence we assume

wr l*l(C(x)), that is, wr || (C(z) V ﬂ(C(m))), and have to derive that a w realises fl(P(:v))
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Thus, w = Amb(u,v) and aw = Amb(s'|u,s'|v). Furthermore, u # L or v # 1,
hence s'Ju = s'u or §'|v = s’ v. Moreover, for k € {u,v}, if k # L then

kr (C@) Vv [1(C@)).
Before showing that Amb(s'|u, s'|v) realises Jj(P(ac)), we prove:
If k € {u,v} such that k # L, then (s'k)r (P(z) V fl(P(x))) (6.1)
Without restriction assume k = u # L. Hence ur (C(z) V fl(C’(:c))) and s'Ju = s u.
) If u = Left(Left(c)) with cr P(z), then s’ u = Left(c), which means that (s’ u)r (P(z)V

L(P(x))).
If u = Left(Right(Pair(b,d))) with |z| < 1/2, br B(2x) and dr (P(2x) — P(x)), then
s'u = Right(fuing (fret © d) (a (sb))). Moreover, by (AIH), a (sb) realises P(2z). Therefore,

since fret © d realises (P(2x) — ﬂ(P(m))), we have that fuing (fret © d) (a (sb)) realises
L(P(x)), that is, (s'u)r (P(z) V [L(P(z))).
If v = Right(w’) with w'r |[|(C(x)), then s’u = Right(aw’). By the side induction

hypothesis, (aw’)r |[[(P(x)). Thus, (s'u)r (P(z)V [|(P(zx))).
From the proof of (6.1) it follows easily that s'|u, s'|v € (7(P) + A*(7(P))). Therefore,
it remains to show:

1. For some k € {u,v}, s'[k # L.
2. If k € {u,v} such that s'Lk # L, then (s'Lk)r (P(z)V [[(P(x))).
For (1) assume without restriction that Kk = u # L. Then s'|u = s'u. By (6.1),

(s'u)r (P(x) vV [|(P(x))). Hence, s'u £ L. *

To prove (2), suppose s'}k # 1. Then k # L. It follows that (s'}k)r (P(x)V [[(P(x))),
by (6.1). []

For what follows, we extend CFP again by adding Rule (CAIB*).

7. CONCURRENT SIGNED DIGIT AND GRAY CODES

We first briefly formalise the definitions given in Section 3 in IFP and CFP, respectively.
For details the reader is referred to [BT21a, BT21b].
Define the IFP predicates SD(z) and S(z) as follows

SD(z) 2 (z=—-1vz=1)Vz=0,
O(z,x) Def |22 — 2| <1,
S(z) £ (32) SD(2) Al(2,2) A S(2z — 2).
For 3% (1+1)+1and ¥ 2 fix . x «, their types are
7(SD)=3 and 7(S)=3".
The predicate SD(z) is realised as follows
drSD(z) = (d = Left(Left(Nil)) A z = —1) V
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(d = Left(Right(Nil)) A z = 1) v
(d = Right(Nil) A z = 0).

In the sequel the three digits —1, 1, 0 will be identified with their realisers, which are programs
of type 3. For the predicate S(x) we obtain

prS(z) = (3d,p') p = Pair(d,p’) A (32)dr SD(2) All(z,2) Ap' rS(2x — 2)
< (3d,p) p = Pair(d,p') ANII(d,z) < 1A p'rS(2z — d).

The realisers of S(z) are hence streams of digits -1, 0, 1.
Let us next consider the Gray code case. Define

B(z) D:efw§0\/x20,

D(z) Z' 2 £ 0 B(z),

t(z) Z 1 - 2|,
G(z) £ (-1 <z <1)AD(z) A G(t(z)),

where types are 7(B) = 7(D) = 2 with 2 2y 4 1, and 7(G) = 2%. Then the predicates

D(x) and G(z) are realised as follows
arD(z)=a:2A(x#0 — (a = Left(Nil) Az < 0) V (a = Right(Nil) Az > 0),
qrG(z) £ (-1 <z <1)A (3a,¢) ¢ = Pair(a,¢') AarD(z) A ¢’ r G(t(z)).

Since an infinite Gray code may contain a L, a sequential access of the sequence
from left to right will diverge when it accesses a 1. However, because at most one L is
contained in each sequence, if one evaluates the first two cells concurrently, then at least
one of the two processes is guaranteed to terminate. On the basis of this idea Berger and
Tsuiki [BT21b] showed that a concurrent algorithm converting infinite Gray code into signed
digit representation can be extracted from a CFP proof. To this end a concurrent variant of
the predicate S is introduced

So(x) = |1((32) SD(2) ALl(2,2) A S2(2z — 2)).

So(x) means that a signed digit representation of z is obtained through the concurrent
computation of two threads. Note that 7(S3) = fixa. A(3 x «).

Theorem 7.1 [BT21b]. SC G C Ss.

This result expresses the fact that, as explained above, when computably translating from
Gray code to signed digit representation one needs to allow for computations to be carried
out concurrently, which, however is not the case for the converse translation from signed digit
representation to Gray code. On the other hand the result is not completely satisfying, as
one would like to see under which conditions both representations are computably equivalent.

To achieve a result of this kind we have to introduce concurrent Gray code. In addition
we have to allow for iterated concurrent computations. Define

*

S*(z) £ |1((32) SD(2) Al(2,2) A S*(22 — 2)),

Def

B*(z) = [[(z<0Vvzx>0),

D*(x) el #0— B*(z),
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G*(z) L (-1 < z < 1) AD*(z) A G*(t(2)).

For the concurrent signed digit representation we have S* = v(®g+) where

*

O+ (V) (x) = [1((32) SD(2) A (z,2) NY (22 — 2)),
7(Pg+)(a) = A*(3 x ),
7(S*) = fix7(Pg+) = fix a. A*(3 X a),
mon,(gs.) : (@ = B) = A*(3 x a) = A*(3 x j),
mon, (gg.) [ = fmon (APair(d, a) . Pair(d, f a)),
and
A*(a) = fix . Ala + ),
fmon : (@ — B) = A*(a) = A*(B),
fmon = Ah.mapamb (\d.casedof {Left(a) — Left(ha); Right(c) = fuonhc}).
On the other hand, for the concurrent infinite Gray code we have G* = v(®g+) where
Pa-(Y)(x) = D*(z) N Y (t(2)),
T(Pg+)(a) = A*(2) X «,
T(G*) = fix7(Pg+) =fix . A™(2) x a = (A*(2))¥,
mon (. : (@ = f) = (A%(2) x a) = (A%(2) x f),
mon, (g, f Pair(m, a) = Pair(m, f a).

We see that a realiser of G*(z) is simply an ordinary infinite stream (where the cons-
operation is the deterministic constructor Pair) of non-deterministic partial binary digits,
whereas a realiser of S*(x) is something that could be called a non-deterministic stream
(where the cons-operation is non-deterministic) given by a pair of concurrent computations
at least one of which will yield a head, which is signed digit, and a tail, which is again
a non-deterministic stream. Consequently, the function mon, (g, is much simpler than
monT(q,S*).

Our next goal is to show that S* = G*. Note that iterated concurrent computations
also occur in the case of Sg, which can be seen by unfolding the co-inductive definition.

Lemma 7.2. If S*(x), then also
1. S*(—z) and
2. S*(t(x)).

Proof. (1) Let P et {x | S*(—x) }. We use co-indution to prove that P C S*. So, we have

to show that .
S*(—z) — [L((32)SD(2) AI(,x) A S*(— (22 — 2))),

*

1U((3F2) SD(z) ANI(2z, —x) A S*(—2z — 2)) — l*i((EIz’) SD(2) AIL(Z, z) A S*(—(22 — 2))).

*
Because of Rule (||-mon) it suffices to prove that

(32)SD(2) AIl(z, —x) A S*(—2x — 2) — (32')SD(') AL(,z) A S*(—(2x — 2')).
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Let z € SD. We show that
I(z,—x) AS* (=22 — 2) — (32')SD(2') AI(2',2) A S*(—(2x — 2')).
If W(z, —z) with S*(—2z — 2), then II(—z, z). Moreover, S*(—(2x — 2’)) with 2/ = —z.

(2) Let Q et {y | (3x)S*(z) ANy = t(x) }. We use concurrent half-strong co-induction
(Lemma 5.10) to show that Q C S*. This means that we have to prove that

Q(y) — LL(IL((32) SD(2') AL(2, y) A Q(2y — =) V 8™ (y)).
By the definition of Q we therefore have to show for z,y with y = t(x) that

* *

[1((32) SD(2) ATl(z, 2) AS* (2 — 2)) — [L(IL((32) SD(') AT, y) A Q(2y — 2)) V S*(1)).

*
Because of the monotonicity and return rules for ||, it suffices to prove that for x,y, with
y = t(x) and z € SD that

I(z,2) AS*(2x — 2) — ((32') SD(') ALL(Z,y) A Q(2y — 2')) vV S*(y),

which follows by case distinction:

Case z = —1 We have that x € [—1,0] and S*(2z + 1). Since 2z + 1 = t(x) = y in this
case, it follows that S*(y).

Case z = 1. Now, z € [0,1]. Therefore, 2z — 1 = —t(x) = —y. Since moreover,
S*(2xz — 1), we have that S*(—y), from which we obtain that S*(y), by Part (1).

Case z =0. It follows that = € [-1/2,1/2], which implies that II(1,t(x)). Therefore,
it suffices to show that Q(2y — 1). Note that 2y — 1 = —t(y) = —t(t(x)) = t(2z). Since
S*(2x), it follows that Q(2y — 1). []

The first statement is realised by

Fro1 2 fuon APair(d, a). Pair(—d, a),

and the second by
fr.22 Ref chscoit (¢, ) (fmon A Pair(d, a).
casedof {—1 — Right(a);

1— Right(fzg.l a);
0 — Left(Amb(Left(Pair(1,a)), 1)) }).

Proposition 7.3. S* C G*.
Proof. The proof is by co-induction. Because of Lemma 7.2(2) it remains to show that

S*(z) — D*(z),

*
that is, (Vx € S*\ {0}) [|(B(x)). We prove this formula by iterated concurrent Archimedean
induction (CAIB*). Therefore, we have to show

(Vz € S*\ {0}) l*l(B(x) V (Jz| <1/2A8*(2z) A (B(22) — B(x)))) .

By Rule (ﬂ—mon) and since B(2z) — B(x) holds, it suffices to show
((32)SD(2) AlI(z,2) AS* (22 — d)) — (B(z) V (Jz| < 1/2 A S*(22))) .
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Let z € SD with I(z,x) and S*(2z — 2). If z= —1 or z = 1, then x < 0 or z > 0, hence
B(x). If z =0, then |2z| <1 and S*(2z). ]

Statement S* C D* is realised by

fa 2 caibs (fmon APair(d, a). casedof {—1 — Left(—1);
1 — Left(1);
0 — Right(Pair(a,id))}),

and the inclusion S* C G* by f73 Def coit (g.) (Ac. Pair(fac, fra2c)), that is,

fr3¢'= Pair(fac, fr3(fr220).
Let us now consider the converse inclusion.
Lemma 7.4. G*(z) —» G*(—x).
Def

Proof. Let P = {z | G*(—x) }. We will use strong co-induction to show that P C G*. To
this end it needs to be shown that

P(y) = D*(y) A (P(t(y)) v G*(t(y)))-

Assume that P(y). Then y = —x for some = € G*. It follows that D*(z) and G*(t(x)).
The first property implies that D*(—x), that is D*(y). Moreover, since t(z) = t(—z), we
also have G*(t(y)). []

The statement (V) (G*(z) — G*(—x)) is realised by
fr.4 Pair(m, a) 2 Pair(fumon (Ad. —d) m, a).
Lemma 7.5. Ford e {—1,1},
G*(z) —» I(d,z) = G*(2x — d).
Proof. By case distinction on d we show that
G*(z) - G*(2z — d).

Therefore, assume that G*(z). Then D*(x) and G*(t(z)).

Case d = —1. This case is obvious as t(z) = 2z + 1.

Case d=1. Now t(z) =1—2x = — (22 — 1). Therefore, the statement follows with
Lemma 7.4. L]

(V) (G*(z) — (Vd € {-1,1}) (I(d,z) — G*(2x — d))) is realised by
fr5Pair(_,a)d Def case dof {-1—=a;1— fraa}.
Lemma 7.6. II(1,2) A G*(z) » G*(1 — x).

Proof. Assume II(1, x) and G*(x). II(1, z) implies I[(1, 1 —x) and hence D*(1—x). Therefore,
it suffices to show G*(t(1 — z)). Note that in our case, t(1 — z) = 2x — 1. Thus, G*(x)
implies G*(t(1 — x)), by Lemma 7.5. []
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(V) (I(1,z) AN G*(x) — G*(1 — z)) is realised by
fr6a 2 Pair(Amb(Left(1), 1), fr5al).

Hence,
fr.¢ Pair(_,a) = Pair(Amb(Left(1), L), fr4a).

Lemma 7.7. II(0,z) A G*(z) - G*(2z).

Proof. Assume I(0,z) and G*(z). Then D*(z) and G*(t(z)). Hence also D*(2x) and
t(z) > 0. With Lemma 7.6 it follows G*(2|z|) (since 1 — t(z) = 2|z|). Therefore, G*(t(2z))
(since t(|z|) = t(z)). It follows G*(2x). []

(V) (IL(0, z) A G*(x) — G*(2x)) is realised by
fr.7 Pair(m, a) et Pair(m,mr (fre6a)).

Lemma 7.8. D*(z) <> [|[(x <0V z > 0)[;x0-
Proof. Note that —(z # 0), 1. e, T = 0, 1mphes that © <0 A x > 0. Now, assume that D*(x).

Then we obtain with Rule (u [-intro) that u(:ﬂ <0V >0)lzz0-

For the converse implication assume that x # 0. Then if follows with Rule ([-mp) that

Uz <0Vz>0). So, D*(z) holds. []

(Vz) (D*(z) — [[(z < 0V ax > 0)y20) is realised by the function h™ as defined in
Lemma 5.6. The converse implication is realised by the identity.
Lemma 7.9. G*(z) — [|((32) SD(2) A(2,z)).

Proof. Assume G*(x). We have to show A(z) = Def LL((EI,Z) SD(z) AlI(z,x)). By Rule (|-

ll-absorb), it suffices to show ||(A(z)). Therefore, by Rule (||-V-elim) it is sufficient to
derive

1. A(z) [2£0
2. A(l‘)f ( )7,50

Set D'(y) = et ll(y <0V y >0)lg(z)20- The assumption G*(x) entails D*(z) and D*(t(z))
and therefore also D’(x) as well as D/(t(x)), by Lemma 7.8. Now, (1) follows immediately

from D’(z), by Rules (ﬂ—mon) and ([-mon).

For (2) we use that D’(t(z)). Because of Rule ([-mon) it suffices to derive l*l(t(x) <
0Vt(z) >0) — A(z). With Rule (l*l—bind) this can be further reduced to showing
(t(z) <0Vt(x) >0) = A(z). If t(z) <0, then = # 0, and hence fl(x <0V zx >0) because
of D*(z). Asx <0Vzx >0 — (32) SD(z) AlI(z,x), an application of Rule (ﬂ-mon) leads
to A(z). If t(z) > 0, then I(0, x). Hence, A(z), by Rule (fl—retum). []

(Vx) (G*(z) — fl((Elz) SD(z) AlI(z,x))) is realised by the function

2.9 Pair(m, Pair(n, ) % mapamb Right Amb(ht m
fbind (A c. case cof {Left(a) — m;Right(b) — fiet 0}) n).
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Proposition 7.10. G* C S*.

Proof. Again the assertion follows by co-induction. We have to show that

G*(2) = [1((32)SD(2) A LL(z,2) A G* (22 — 2)).
From Lemmas 7.5 and 7.7 it follows
G*(z) = (32) SD(2) All(z,2) — (32) (SD(2) A (z,2) N G*(2z — 2)),

from which we obtain by Rule (l*l-mon) that
G*(2) — [1((32)SD(2) ALL(z,2)) — [L((32) (SD(2) ALl(z,2) A G* (2 — 2))).

Note that because of Lemma 7.9 the assumption ||((3z) SD(z) All(z,z)) can be discharged.
[

The inclusion G* C S* is realised by

fr.10 Def coit (gg.) (Aa. fmon (Ad. casedof {1 — fr5ad;
1= fr5ad;0 — fr7a}) (froa)).
Theorem 7.11. S* = G*

8. THE COMPACT SETS CASE

As is well known, the collection I(X') of non-empty compact subsets of a non-empty compact
metric space is a compact space again with respect to the Hausdorff metric py.

Definition 8.1. Let (X, F) be a digit space. A digital tree is a nonempty set T' C E<¥
of finite sequences of digits that is downwards closed under the prefix ordering and has no
maximal element, that is, [| € T and whenever [eq, ...,e,] € T, then [eg,...,e,—1] € T and
[€0, ... en, €] €T for some e € E.

Let Tg denote the set of digital trees with digits in £. Note that each such tree is finitely
branching as F is finite. Moreover, every element [eg, ..., e,—1] € T can be continued to an
infinite path a in 7', that is, & € E“ is such that a; = e;, for i < n, and [ag,...,ap—1] €T
for all k£ € N. In the following we write o € [T] to mean that « is a path in 7', and by a
path we always mean an infinite path. [T] is a non-empty compact subset of E“, for every
tree T € Tz, and conversely, for every non-empty compact subset C' of E¥, C' = [T“], where

TC 2 {a<n |a € C AneN} (cf. [BS16]).

For T € T and n > 0, let T=" be the finite initial subtree of T of height n. Then
T="={a~" |a € [T]Am<n}.

Every such initial subtree defines a map fr,: X — P(X) from X into the powerset of X in

the obvious way:

frn(z) 2 {ex) | e E"NT ).

Definition 8.2. For every T € Tg we define its value by
Def
(7) = () FralX]



Vol. 19:3 THE GRAY CODE CASE 1:45

Lemma 8.3 [BS16]. (T) ={[o] |« € [T]}.

The metric defined on E“ in Section 2 can be transferred to 7. As we will see next, it
coincides with the Hausdorff metric.

Lemma 8.4 [BS16]. For S,T € Tg,

0 ifS =T,
5H(Sa T) = {2_min{ns<n¢T<n}

Proposition 8.5 [BS16].

1. (-): Te = K(X) is onto and uniformly continuous.
2. The topology on K(X) induced by the Hausdorff metric is equivalent to the quotient
topology induced by ( - ).

otherwise.

As a consequence of Lemma 8.3 we have for trees 11, T» € Tg that
(Th) = (T2) <= (Ve € [TI))(3EB € [T2]) a ~ B A (VB € [T2]) Ba € [Th]) a ~ 6.
Definition 8.6. A digital tree T' € Tg is full, if [T] is closed under ~.
Lemma 8.7. Let T1,T5 € Tg be full. Then
(1) = (T2) = T = T>.
Proof. We have that
(1) = (Ta) = (Ve e [))(3B € [Ta]) a ~ BA (VS € [T2]) Ba € [T])a ~ 3

= [Tl] - [TQ] A [TQ] - [Tl] (as Ty, Ts are full)
=11 =T1s.

The converse implication holds trivially, as ( - |) is a map. []

Lemma 8.8. Let T € Ty and C be a non-empty compact subset of E“. Then the following
two statements hold:

1. If T is full, then [T] is a non-empty compact subset of E¥ that is closed under ~.
2. If C is closed under ~, then TC is full.

—

By Proposition 2.4, [-] is a bijection between E“/~ and space X. So, if C' is a non-empty

-1
compact, and hence closed, subset of X, [-] [C] is a non-empty closed subset of E¥/~.
— —~—1
Consequently, C Def a1 [O]] is a non-empty closed, and thus compact, subset of £,
which in addition is closed under ~. It follows that T is a full tree in Tp with [T¢] = C.

Let TEf be the subspace of full trees in 7g.

Proposition 8.9. (- |): 7%0 — K(X) is one-to-one and onto.

This shows that K(X) can be represented in straightforward one-to-one way without
requiring that X is represented in this way. For the special case of the real interval I and
Gray code we have seen in Section 2 that [-]: G — 1 is one-to-one. Hence, every digital tree
T € Tgp with [T] C G is full.
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9. ARCHIMEDEAN INDUCTION FOR COMPACT SETS

Archimedean induction is a formulation of the Archimedean property as an induction
principle introduced in [BT21a]. It turned out quite a powerful proof tool. We will now lift
this induction principle to the case of non-empty compact sets. Let Z(x) be the predicate
stating that z is an integer. Moreover, for K : P(¢) and n € Z define

K<02 (VreK)z <0,

K>0% (VzeK)z >0,

Def
K|'={y|@zeK)y=|z|},

nK = {y|(GreK)y=nz},

Ko(K) 2 K(K)A0 ¢ K.

Here, K is a predicate constant denoting the set of non-empty compact subsets of the

compact interval Il et [—1,1] (see Section 4.1).

Definition 9.1. Archimedean induction for compact sets is the following rule
(VK e Kp) (VK' e K)(K' C KA |K'| <1/2 = P(2K')) —» P(K))
(VK € Kyp) P(K)

Also Archimedean induction for compact sets is a special case of well-founded induction.
Set

(AIC).

K' <KX KeKANEK €eK)(K'CKMNK|<1/2AK" =2K').

Then the premise of Rule (AIC) is equivalent to Prog_ x, (P).
Lemma 9.2. Acc<(K) if and only if K € Ky.

Proof. The ‘only if” part follows by induction on Acc<(K). Since Accx = pu® with
d(X) et {KeK| (VK eK)(K'CKA|K'|<1/2— X(2K"))}
we have to show that ®(Kjp) C Ky. Let K € ®(Ky) and suppose that 0 ¢ K. Then
the compact set {0} is a subset of K and |[{0}| < 1/2. Since K € ®(Kjy), it follows that
2{0} € Ky, which is a contradiction.

The ‘if” part reduces, by BTy, to the implication K € Ko — —Path<(K). Therefore,
we assume K € Ky and Path_(K) with the aim to arrive at a contradiction. Recall that

Path_(K)Z K e KA (3K’ € K) (K' C K A|K'| < 1/2 A Path(2K)).

Hence by unfolding Path(K) we can construct a decreasing sequence (K, )n,en C K such
that Ko = K and for all n € N, |K,,| <27

The sequence (K, )neN is constructed such that Ky = K and for all n, Path_(2"K,,),
|Ky,| < 27" and K,4+1 C K,. For Ky the properties hold by assumption. For the step,

we use that Path.(2"K,) holds and therefore exists K’ € K such that K’ C 2"K,,

|K'| < 1/2 and Path-(2K'). We set K41 Ref o—nK’. Since 2"t K, 1 = 2K’ it follows

that Path(2"*'K,,,1) holds. Furthermore, |K, 1| = 27" K’| < 2=+, Finally, K, ;1 =
27"K' C27"(2"K,) = K.

Since K is compact, there exists x ¢ (,cp Krn- Then |z| <277, for all n € N. By the
Archimedean axiom, x = 0, hence 0 ¢ K, contradicting our assumption. []
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Proposition 9.3. Archimedean induction for compact sets (AIC) is derivable in IFP(AR)
and realised by rec .

Proof. It remains to show the second statement. Note that both < and the predicate Ko(K)
are Harrop. Moreover, let s realise the premise of Rule (AIC). Then s also realises Prog <Ko
Therefore, it follows with the result in Example 4.8 that rec s realises Acco N Ko C P
which is equivalent to the conclusion of the rule. L]

In applications, Archimedean induction is mostly used for compact sets that are generated
in a particular way and therefore come with a special kind of realisers. Here, we are interested
in the case that non-empty compact sets are represented by signed digit code.

Definition 9.4. We define the analogue of the signed digit representation for compact sets
as

Sk(K) ZK(K) A (3E € Psn(SD)) K CIip A (Vd e B)(Kq # 0 A Sk(avy ' [Kqy)))

with Ty 2 {2 | M(d,2)}, Op 2 {2 | Qd e B)I(d,2) }, Ky = K N1y, and avg(z) 2

(@ + d)/2.

As follows from the definition of realisability, the type 7(Sk(K)) of realisers of the
formula Sk (K) is given by

7(Sk(K)) = fix ov. ZEEPﬁ D) allZl

=fixa. {-1} xa+ {0} xa+ {1} x a+{-1,0} x a® +
{~1,1} x a® +{0,1} x &® + {~1,0,1} x a3,
which is essentially the set Tgp of all digital trees.

In the case of non-empty compact sets with property Sk the Archimedean induction
rule can be much simplified. Let S% denote the set of all K € Sk with 0 ¢ K.

Definition 9.5. Archimedean induction for signed-digit represented compact sets is the rule
(VK € Si) (P(K) V (Sk(2(Ko)) A (P(2(Xo)) = P(K))))
(VK € S%) P(K)

where P is a non-Harrop predicate.

(AICSD)

Proposition 9.6. Archimedean induction for signed-digit represented compact sets (AICSD)
is derivable in IFP(AR), and if s realises the premise, then
fa = casesaof{Left(b) — b; Right(Pair(a’, h)) — h(fa')}

realises the conclusion.

Proof. We will show that Rule (AICSD) is a consequence of Rule (AIC). Set A(X)
Sk(X) — P(X). It suffices to show that the premise of (AICSD) implies the premise of
(AIC). Therefore, let K € K and assume that

(VK' e K)(K' C K N|K'| <1/2 — A(2K")) (9.1)
We have to prove that A(K). So, let K € Sk. Then we need to derive P(K).
By the premise of (AICSD) we have that
1. P(K) or
2. Sk(2(Ko)) A (P(2(Ko)) — P(K)).

Def
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In the first case we are done. Let us therefore consider the second case.
Since |Ko| < 1/2, by (9.1), A(2(K)p)) holds, i.e.,

Sk (2(Ko)) = P(2(Ko)).

Since we know that Sk (2(Kp)), we obtain that P(2(Ky)) and hence, as we are considering
the second case, that P(K).

As we have just seen, the premise of (AICSD) implies the premise of (AIC). If the first
premise is realised by s the latter is realised by

s’ = Af. Aa. case s a of {Left(b) — b; Right(Pair(a’,h)) — h(fad')}.
Thus, f = §' f, i.e.,
fa = casesaof{Left(b) — b; Right(Pair(a’, h)) — h(fd')},

realises the conclusion (VK € S%) P(K). ]

If one strengthens the premise of Rule (AICSD) to all K € Sk instead of only those not
containing 0, one can strengthen the conclusion to a restriction.

Definition 9.7. Archimedean induction with restriction for signed-digit represented compact
sets is the rule

(VK € Sk) (P(K) V (Sk(2(Ko)) A (P(2(Ko)) — P(K))))
(VK € Sk) P(K)loyx

where P is a productive non-Harrop predicate.

(AICR)

Proposition 9.8. Archimedean induction with restriction for signed-digit represented com-
pact sets (AICR) is realisable. More precisely, if s realises the premise, then the conclusion
1s realised by

xa = case s aof {Left(b) — b; Right(Pair(d, f)) — fl(xd)}.

Proof. Assuming ar Sk (K) we have to show
1.0 /K —xa#1
2. xa# 1L — (xa)r P(K).
(1) It suffices to show
(VK € Kp)(Va) (ar Sk (K) — xa # 1).

We prove the statement by Archimedean induction for compact sets. Let K € K and
assume, as induction hypothesis,
(VK' e K)(K' C K AN|K'| <1/2 — (Vd')(d v Sk (2K') — xad' # 1)).
We need to show that (Va)(arSk(K) — xa # L). Assume ar Sk (K). Then
(sa)r (P(K) v (Sk (2(Ko)) A (P(2(Ko) — P(K)))).

If sa = Left(b) where br P(K), then xa = b. Since P(K) is productive, by asumption,
b# L. Hence, ya # L. If, however, sa = Right(Pair(d/, f)), then o' r Sk (2(Kp)) (with
Ky € K) and fr(P(2(Ky)) — P(K)). Since |Ko| < 1/2, we have y a’ # L, by the induction
hypothesis. It follows that y a = fl(xa’) # L. Thus, we are done.

(2) We use Scott induction, that is, we consider the approximations y; of ¥,

Xoa = 1,
Xi+1 a = case s a of {Left(b) — b; Right(Pair(d, f)) — fl(xia)}
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Observe that a restricted form of Scott induction (as is used here) is included in the axiom
set for the extension RIFP of IFP that allows to deal with realisability in a formal way (cf.
[BT21a]).

By the continuity of function application, if ya # L, then x;a # L, for some ¢ € N.
Therefore, it suffices to show

(Vie N)(arSk(K)Axia# L — (xa)r P(K)).

We induce on ¢. The induction base is trivial as xga = L. For the induction step assume
arSk(K) and x;4+1a # L. Then

(sa)r (P(K)V (Sk(2(Ko)) A (P(2(Ko)) = P(K))))-
If sa = Left(b) where br P(K), then xa = b and we are done. In the other case sa =
Right(Pair(d/, f)) where o' rSk(2(Kp)) and fr(P(2(Ky)) — P(K)). Then yir1a =

fl(xia'). Since x;+1a # L and the application of f is strict, it follows that x; @’ # L as
well. By the induction hypothesis we therefore have that (ya’)r P(2(Kj)). Consequently,

xa=(flxa))rP(K). N

As in the real number case, in what follows also a concurrent version of the predicate
Sk for the signed digit representation of non-empty compact subsets of the interval Il will
be considered.

Definition 9.9.
Si(K) 2 K(K) A |((3F € Pgn(SD)) K C IIp A (Yd € B)(Kq # 0 A Sk(av; ' [Kd))).

In this case the above induction rule is still valid, if we allow the ‘or’ in the premise
being decided concurrently.

Definition 9.10. Concurrent Archimedean induction with restriction for signed-digit repre-
sented compact sets is the following rule
(VK € Sk) L(P(K) V (Sk(2(Ko)) A (P(2(Ko)) = P(K))))
(VK € 8k) P(K)logx

(CAICR)

where P = ||(P’) for some non-Harrop predicate P’.

Proposition 9.11. Concurrent Archimedean induction with restriction for signed-digit
represented compact sets (CAICR) is realisable. More precisely, let g be the canonical
*

realiser of Rule (]|-]|-absorb), namely g = mapamb Right, and let s realise the premise
of (CAICR). Set

s 2 Af. Au. case u of {Left(u') — u’; Right(Pair(v”,d)) — dl(fu")}.

Then the conclusion of (CAICR) is realised by
fb'= glmapamb (s'f) (sb).

Proof. Let br Sj;(K). We have to show
1.0 /K - fb# 1,
2. fo#L = (fb)rP(K).
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(1) Since br Si (K) it follows that sb = Amb(u,v) and

fb=glmapamb (s'f) (sb)
= glAmb((s'f)u, (s f){v)
— Amb(Right ((s'f)Ju), Right ((s'f) ) # L

(2) Again we use Scott induction. For i € N let

fobD:ef 1,

fir10 = glmapamb (s'f;) (sb).

By the continuity of function application, if fb # L then f;b # 1, for some ¢ € N.
Therefore, it suffices to show

(Vi € N) (brSi(K) A fib# L — (fb)r P(K)).

We induce on i. The induction base is trivial as fob = L. For the induction step assume
that br Si;(K) and fiy1b# L. As we have seen above, sb = Amb(u,v). Hence, fi11b=
Amb((s' fi)lu, (s'fi){v). Moreover, u # L or v # 1, and for k € {u,v} with k # L,
(s'fi)lk = ' fi k as well as

kr(P(K)V (Sk(2(Ko)) A (P(2(Ko)) = P(K)))).

We show that (s'f; k)r P(K).

If & = Left(k') with ¥'r P(K), then §'f;k = k’. Hence we are done. In the other
case k = Right(Pair(k”,d)) where k" r S} (2(Kp)) and dr (P(2(Ky)) — P(K)). Then
s'fik =dl(fi k). Since fi41b# L, we have that also (s'f;){k # L, as otherwise s'f; = L
and hence Amb((s'f;)lu, (s'f;)dv) = L as well as glAmb((s'f;)lu, (s'fi)lv) = L. Thus,
dl(f; k") # L. Because application is strict, it follows that f; k” # 1. By the induction
hypothesis we therefore have that (f k") r P(2(Ky)). Hence, d)(f k")r P(K). It follows that
(mapamb (s'f) (sb))r || (P(K) and consequently (fb)r P(K). []

We extend the rules of CFP by the new Rules (AICR) and (CAICR).
In the following we will use that the elements of Pg,(SD) are decidable classical subsets

of SD:

Lemma 9.12. If E € Pg,(SD), then
1. (vd € SD)(de EVd ¢ E)

2. (Vde E)——(d € SD)

Proof. Easy induction on Pg,(SD)). In part (1), SD could be replaced by any discrete
predicate, that is, predicate P such that (Vx,y € P)(z =y V x # y). In part (2), SD could
be replaced by any predicate. []

Let

Bk(K) ' (K <0VE >0)V(K_1 #0AK, #0).

Proposition 9.13. If Sk(K), then Bk(K)[oysK-
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Proof. It suffices to verify the premise of Rule (AICR) with P(K) e Bk (K). That is we

must show that
Bk (K) V (Sk(2(Ko)) A (Bk(2(Ko)) = Bk (K))).

Since Sk (K), there is some E € Pg,(SD) with K C Ig so that K is non-empty, for all
d ¢ E. Thanks to Lemma 9.12 (1), we can do a case analysis on the elements of E.

Case 0 ¢ E, that is, E C GC. In this case, we have that both K_; and K; are not
empty, if £ = GC; K <0,if 1 £ E; and K >0, if —1 ¢ E. Hence Bk (K) holds.

Case 0 ¢ E. Then Sk(2(Ky)), by the definition of Sk. It remains to show that
Bk (2(Kp)) - Bk (K). Assume that Bk (2(Kp)). Then also Bk (Kj).

If both Ko NII_y and Ky N1} are not empty, K_1 and K; are not empty as well. In
case Ky <0, then K <0, if, in addition, 1 ¢ E. Otherwise, K_1 # () and K7 # (; similarly,

10. SIGNED DIGIT AND GRAY CODE FOR NON-EMPTY COMPACT SETS

In this section the Gray code representation of non-empty compact sets is introduced and
its connection with the signed digit representation of these sets is studied.
Definition 10.1.

Gk (K) = K(K) A G(min K) A G(max K) A (Vd € GC) (Kg # ) — Gk (t[K4))).

Our first goal is to show that Sk € Ggk. To this end we need the following results.

Lemma 10.2. If Sk(K) then also

1. Sk(—K).

S(min K).

S(max K).

. (Vd € GC) (K4 # 0 — Sk (t[K4))).

oo

Proof. (1) Let P et {K | Sk(—K) }. We use co-induction to prove that P C Sk. That is,

we show that
P(K) — (3E € Pan(SD)) (K CHp A (Vde E) (Kq# 0 A P(avgl[Kd]))).

Since Sk (—K), there is some F' € Pg,(SD) so that —K = |J{(—K)4 | d € F'} and for
all d e F, (=K)q # 0 as well as Sk(av,'[(—K)4]). Note that (—K)q = —(K(—q)) and
av ' [(-K)4 = —avjl[K(_d)]. Therefore, we can choose E = {—d|deF}.

(2) The proof is by co-induction. Let R Def {zell| 3K € Sk)x = min K }. We show

R(z) — (3d € SD) (z € Iy A R(av,;'(z))).

If x € R then z = min K, for some K € Sk. Hence, there exists E € Pg,(SD) so
that K = J{ K. | e ¢ E}. Moreover, K, # () and Sk (av,[K]), for all e ¢ E. Order SD
by —1 < 0 < 1 and let d be the least element of E with respect to this order (which can
be determined, thanks to Lemma 9.12(1)). Then min K € K; C I[; and av,; ' (min K) €
av;l[Kd]. Note that av;;' is monotone. Therefore, av; ' (min K) = minav,'[K,]. Since
av; '[K4] € Sk, it follows that av),!(min K) € R.

(3) The statement follows easily with the first two statements and [BT21a, Lemma 23],
stating that S is closed under Az. —x,
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(4) Let d € GC and set
QTE (L | (3K € Sk) (Ka # 0 AL =t[KJ)) }.

We use half-strong co-induction to show that Q¢ C Sk. That is, we prove
QUL) — (IE € Pyn(SD)) (L C Wg A (Ve & B) (Le # 0 A QYav; ' [Lc])))) V Sk (L).

Assume that Q%(L). Then there is some K € Sk such that Kq # () and L = t[Ky].
Since Sk (K), there is some F' € Pg,(SD) so that
o K CIly and
o (VfeF)(Ky#0ASk(av,'[Ky))).

We perform a case analysis on whether d ¢ F' using Lemma 9.12(1).

If d ¢ F, we have that Sk (av;'[K,]). If d = —1, then av,'(z) = 2z + 1 = t(x). Thus,
av,'[K,| = t[K,) = L. That is, we have that Sk(L). On the other hand, if d = 1, then
av,'(z) = 2z — 1 = —t(2). Hence, av)'[K,] = —L. It follows that Sk(—L), whence we
obtain that Sk (L).

If d ¢ F, then FF C {0} U{—d}, by Lemma 9.12(2).

Case 0 e F. Then Ky C Il and Sk (2(Kp)). Furthermore,

Q(Kd) = Q(K NIy N ]Id) = 2(K0) NI,
and
avi (L) = —t[1] = —t[tK]] = b2(Ka)] = t2(Ko) (1L,

from which it follows that Q%(av'[L]). Moreover, L = t[K4] C t[Ilj] = H; and hence

L1 = L # (). Therefore, we have proven the left part of the disjunction with E Def {1}.

Case 0 ¢ F.  Now, F' = {—d}. Hence Ky = {0} and L = {1}. As it follows by
co-induction that {{—1},{1}} C Sk, we have Sk (L). ]

With Theorem 7.1 and Lemma 10.2 we now obtain by co-induction what we were looking
for.

Proposition 10.3. Sk C Gg.

Remark 10.4. Inspecting the proof of Part (4) of Lemma 10.2, one sees that the extracted
realiser yields a defined result for every d € SD, even if Ky = (0. In that case the computed
realiser of the implication Ky # ) — Sk (t[K,]) is defined but does not necessarily realise
Sk (t[K4]). Therefore, this implication cannot be strengthened to a restriction. The
computation contained in the proof of (4) takes as input only d and F' (more precisely,
realisers of d € SD and F' € Pg,(SD)) and a realiser of Sk(K). It does not use the
information that Ky is non-empty. This information is only needed to prove the correctness
of the result. Thus the transformation extracted from the proof of Proposition 10.3 outputs
for every realiser of Sk (K) a total full binary tree, that is, the addresses of nodes are all
finite sequences of elements in GC. Each node d= do, . ..,dp_1 is labelled by a pair of
infinite Gray codes such that with gy = [g4y,--.,94,_,] (using the notation of Section 2

where g_; and g; are the inverses of the legs of t), if ggl[K | is non-empty, then the label
consists of realisers of G(min g;l[K ]) and G(max g;l[K ). If g;l[K | is empty, the label is
meaningless. It is not possible to computationally distinguish meaningful from meaningless
labels since in general a realiser of K does not allow us to recognise the non-emptiness of

g;I[K ]. An extreme example is K = {0} where we may only ever know that the label at
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the root contains reliable information, namely realisers of G(min K) and G(max K). The
labels at all other nodes may never be known to carry correct information. This shows,
in particular, that the conjuncts G(min K) and G(max K), in the co-inductive definition
of Gk (K) cannot be replaced by the weaker formulas D(min K) and D(max K) which
would only provide the first digits of the Gray codes of min K and max K. If, however, for
some node d the first digit of the Gray code of min gdil[K | is defined, it will tell us whether

mingd?l[K] < 0 and hence (gdil[K]),l # 0, or mingdil[K] > 0 and thus (g;l[K])l £ 0;
similarly for max gdil [K].
Our next aim is to show that Gk C Si. We start with a technical lemma.

Lemma 10.5.
Proof. Let R Def {K | Gk(—K)}. We use strong co-induction to show that R C Gk, That
is, we have to show that
R(K) = (G(min K) A G(max K) A (Vd € GC) (Ky # 0 — (R(t[K4]) V Gk (t[K4))))).
Assume that R(K). Then Gk (—K) and hence
G(min (—K)) A G(max (—K)) A (Vd € GC) ((=K)g # 0 — Gk (t[(—K)4))).

Note that —(Kgq) = (—K)q) and hence t[Ky] = t[—(Ky)] = t[(—K)_q)]. Moreover,
min (—K) = —max K and max (—K) = —min K. Since G is closed under A\z. — z, by
[Bel6, Lemma 7], it follows that

G(max K) A G(min K) A (Vd € GC) (K # 0 — Gk (t[K4])),
as was to be shown. []
Lemma 10.6. For d € GC,
Gk (K) = Kq # 0 — Gk(avy ' [Kq)).

Proof. The statement follows by case distinction on d. Assume that Gg(K). Then
G (6[Kq)).

Case d = —1. This case is obvious, as for z € I_y, t(z) = 2z + 1 = av_}(z).
Case d =1. For z € Wy, t(x) = 1 — 2z = —av; ' (z). Therefore the statement follows
with Lemma 10.5. L]

Lemma 10.7. Let K C ;. Then
Gk (K) = Gk ((A\zx.1 —2)[K]).

Proof. The statement follows by co-induction. Note to this end that (Az.1— z)[K] C II; as
well. Moreover, min ((Az.1 — z)[K]) = 1 — max K and max ((Az.1 — z)[K]) =1 — min K.
Now assume that Gk (K). Then G(min K) and G(max K). By [Bel6, Lemma 10] we
have for x € I} with G(z) that also G(1 — x). Thus, we obtain G(min (Az.1 — z)[K]) and
G(max (\z.1 — z)[K]). Since for z € Iy, t(1 —z) = 22 — 1 = av; *(z), it follows with
Lemma 10.6 that Gk (t[(Az.1 — z)[K])). ]

Lemma 10.8. Let K CII. Then
Gk (1/2K) — Gk (K).
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Proof. The statement follows again by co-induction. Assume that Gk (1/2K). Then
G(min K/2) and G(max K/2). Since by [Bel6, Lemma 11] G is closed under Az.2x for
|x| < 1/2, it follows that G(min K) and G(max K).

As a further consequence of our assumption we have for d € GC with Ky # () that
Gk (t[1/2K,]). Because t(z/2) = 1 — |z|, we obtain that Gk ((Az.1 — |z|)[K]). Hence,

Gk (|K4|), by Lemma 10.7, and therefore Gk (t[Ky]). [
Set
Brin 2 min K £ 0, Brin 2 (min K) £ 0,
By™* 2 max K # 0, B Det t(max K) # 0.
Then

(B v B
and
——(By"™* Vv B").
It follows for
Def min max
Ci’j = Bi VAN Bj a
with 7,7 € {0,1} that
-—( '\ Cij). (10.1)
0<i,5<1
Moreover, all C; ; are Harrop.
Now, let

A(K) %' 3E € Pgn(SD)) (K CIip A (Vd € E) Ky # 0).
Lemma 10.9. Gk (K) — ﬂ(A(K))

Proof. Assume Gk (K'). Because of (10.1) and the Rules (L*l—[—\/), ([-stab), and ([-mp), it
suffices to show

L A(K) ¢y,
2' A(K) r640,17
3. A(K)[cy o
4. A(K) rC1,1'
The assumption Gk (K) entails that G(min K) and G(max K). Hence, we have for
z € {min K, max K} that

(x>0Va <0)[zx0- (10.2)
Since from G(z) we obtain that also G(t(z)), it follows in the same way that
(t(x) 2 0V t(x) < Ol (10.3)

Note that
minK >0+ K >0,
minK <0+« K_; #0,
max K <0+ K <0,
max K > 0+ K; # (.
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(1) Observe that Cp is the formula (min K # 0 A max K # 0). We use (10.2) for
z =min K and z = max K. With Rules ([-A), (]-mon), and ([-antimon) we then obtain

(minK >0VminK <0) A (max K > 0V max K < 0))[min K£0Amax K0
which is equivalent to
(min K >0V (min K <0AmaxK >0)VmaxK <0)[¢,,
and, by the above equivalences, to
(K>0V (K1 #0AK #0)VEK <0) ¢y,

Since the formula (K > 0V (K_1 #0 A Ky # 0) V K <0) clearly implies A(K), we are done
by Rule ([-mon).

(2) Co,1 is the formula (min K # 0 A t(max K) # 0). We use (10.2) for z = min K and
(10.3) for x = max K. With a similar argument as in the previous case we receive

(min K > 0Vmin K <0) A (t(max K) >0V t(max K) <0))c,,-
Therefore, it suffices to show that A(K) is implied by the formula
(min K >0V minK <0) A (t(max K) > 0V t(max K) < 0)).
The latter is equivalent to
(K>0VK_ 1 #0) AN (max K| <1/2V |max K| > 1/2).

If K >0, we choose E Def {1}.

If K_; # 0 and |max K| < 1/2 we chose F Def {-1,0}.
If K1 # 0 and |max K| > 1/2 we have max K # 0 and can therefore use (10.2) and
Rule ([-mp) to get max K > 0V max K <0, that is, K1 # 0V K <0.

If K1 # ), we choose FE Def {=1,1}. If K <0, we choose FE Def {-1}.

(3) is dual to (2).

(4) C1,1 is the formula (t(min K) # 0 A t(max K) # 0). Using (10.3) for z = min K
and x = max K we obtain

(t((min K) > 0V t(min K) < 0) A (t(max K) > 0V t(max K) <0))[¢, ;-
Therefore, it suffices to show that A(K) is implied by the formula
(t(min K) > 0V t(min K) < 0) A (t(max K) > 0V t(max K) < 0).
The latter is equivalent to
(minK| <1/2VminK| > 1/2) A (jmax K| <1/2V jmax K| > 1/2).

If jmin K| < 1/2 and |max K| < 1/2, we choose E Def {0}.

If jmin K| < 1/2 and |[max K| > 1/2, then max K > 1/2, hence we choose E et {0,1}.

If jmin K| > 1/2 and jmax K| < 1/2, then min K < —1/2, hence we choose E Def

{_170}’
If jmin K| > 1/2 and |max K| > 1/2, then, by (10.3), (min K > 0V min K <
0) A (max K > 0V max K <0), which, as in case (1), implies A(K). []

The above statements now allow the derivation of the result we are looking for.

Proposition 10.10.
Gk C Sk.
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Proof. The statement follows by co-induction. We have to show that

G (K) = [L((3E € Pya(SD)) (K C Iy A (Vd € B) (Ky # 0 A Grc(avy [K])))).
From Lemmas 10.6 and 10.8 it follows

Gk(K) — ((3E € Pga(SD)) (K CIip A (Vd € E) Ky # 0)
— (3B € Pgn(SD)) (K CIig A (Vd € E) (Kq # 0 A Gk (av; ' [K4))))).

*
By the monotonicity of || we thus obtain

*

Gk (K) = (L((GE € Pan(SD)) (K CTp A (Vd € E) Kq # 0))

— L*l((EIE € Pan(SD)) (K CIp A (Vde E)(Kg# DA GK(avgl[Kd]))))),

where, the assumption L*L((EIE € Pgn(SD)) (K CHp A (Vd € E) Ky # 0)) can be discharged
by Lemma 10.9. ]

The result we have obtained so far is analogous to the number case.
Theorem 10.11. S C Gk C Sgk.
Remark 10.12. The definition of Gk (K) (Definition 10.1) can be simplified to
Gk(K) =K(K) A G(min K) A Gk (K)
where
Gk (K) £ G(max K) A (Vd € GC) (Kg # 0 — Gk (t[K4])).

This is equivalent to 10.1 since G is closed under the function t and for d € GC with
Ky # 0, K(K) implies K(t[K]), and if d = —1, then min t[K,| = t(min K') while for d = 1,
min t[K;] = t(max K). Although the new definition looks more complicated, it leads to
simpler realisers since in each recursion step it refers to G only once. The definition of
Gk (K) in the subsequent Section 11 can be simplified in a similar way.

11. CONCURRENT GRAY CODE FOR NON-EMPTY COMPACT SETS

Next, set
Gi(K) £ K(K) A G*(min K) A G*(max K) A (Vd € GC) (Kg # 0 — G (t[K4])).
Our next and final goal is to show that S = Gi.

Lemma 11.1. If Si (K) then also
1. Sk(—K).

. S*(min K).

. S*(max K).

. (Vde GC) (K4 # 0 — Sk (t[Kq])).

W N
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Proof. (1) Let P et {K | Sx(—K)}. We use co-induction to prove that P C Sj.. That is,

we have to show that
P(K) = |I((3E € Pgn(SD)) (K CIpA(Vd € E) (Kqg # DA P(av;l[Kd])))).
By definition of P it suffices to derive

[L(3F € Pan(SD)) (-K C W A (Vd € F) ((~K)a # 0 A Sik v [(~K)))))
— [[((3E € Pan(SD)) (K C g A (Vd € B) (Kq £ 0 A Plavy'[Ka))-

*
Because of the monotonicity rule for || we thus only have to show that

(3F € Pgn(SD)) (-K CIlp A (Vd € F) (=K)a # 0 A Sk (avy ' [(-K)d])))
— (3E € Pgn(SD)) (K CTg A (Vd € E) (Kq # 0 A P(avy'[Ky))),
which has been done in the proof of Lemma 10.2(1).

(2) The proof is an adaptation of the proof of Lemma 10.2(2). Let

RE{zel| (3K e€Si)z=minK }.

We have to show that
R(K) — ||((3d € SD) (z € Iy A R(av; ' (2)))).
Assume R(K). Then there is some K € Sy with 2 = min K. It follows that

*

LL((3E € Pgn(SD)) (K C I A (Ve € E) (K. # 0 A Sic(av, H[Ke])))).
Because of the monotonicity law for || it suffices to prove that

(3E € Pgn(SD)) (K CIip A (Ve € E) (K. # 0 A Sik(av. [K.]))) —
(3d € SD) (z € Iy A R(av ' (z))).

Order SD again by —1 < 0 < 1 and let d be the least element of F with respect to
this order. Then minK € K, C I[; and av; ' (min K) € av,'[K,]. Note that av,"' is
monotone. Therefore, av;'(min K) = minav; '[K,]. Since av,'[K,] € Sk, it follows that
av;l(min K) e R.

(3) As in Lemma 10.2, the statement is a direct consequence of Statements 1 and 2 as
well as Lemma 7.2(1).

(4) Set
Ri(K) = { K | 37 € S§) (Za # DN K = tlZ4) }.
We use concurrent half-strong co-induction to show that R% C Sk. That is, we have to
prove that

* *

RE(K) — |[(Il((3E € Pgn(SD)) (K C Ig A
(Ve € E) (Ke # 0 A R (av, ' [K])))) V Sk (K)).

If R4.(K), there is some Z € Sj so that Z,; # 0 and K = t[Z,]. Since Sk (Z2), it follows
that

(11.1)

[L((3F € Pan(SD)) (Z € Iy A (Vf € F) (Z; # 0 A Sik(av;'[Z7))):
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Now, assume that there is some F' € Pgn(SD) such that Z = J;cp Zy and for all
f€F, Zy#0and S%(av;l[Zf]). As in the proof of Lemma 10.2(4) it follows for d € GC
with Zg # 0 and K = t[Z,] that S (K),ifd € F or, 0 ¢ F and d ¢ F, and R% (av;'[K]),
if d¢ F, but 0 € F. Thus, we have that

((3E' € Pan(SD)) (K C Iy A (Ve € E') (K # 0 A R (av, ' [Kd))))) V Sk (K).

* *
With the monotonicity and the idempotency of || and ||-V distribution we therefore obtain

[L(3F € Pgu(SD)) (Z CTp A (Yf € F) (Zy £ 0 A Sk(avy'[Zs]))) —

* *

HL((BE" € Pgn(SD)) (K C g A (Ve € E)
(Ke # 0 A Ric(av, ' [Ke))))) V Sk (K)),
of which (11.1) is a direct consequence. []
By co-induction we now obtain the first inclusion we are looking for.
Proposition 11.2. Sj; C Gy.

Let us now start with proving the converse inclusion. Again we need some technical
results.

Lemma 11.3. G (K) = Gk (—K).
Proof. Let P et {K | Gi(—K)}. We prove P C Gy by strong co-induction. That is, we
must show that

P(K) = (G*(min K) A G*(max K) A (Vd € GC) (Kq # 0 — (P(t[Kg)) V Gk (t[K4]))))-

Assume that P(K). Then Gj;(—K) and hence D (—K) and G (t[(—K)q4]), for d € GC
with (=K)q # 0. Note that t(x) = t(—z) and (-K)q = —(K(_q)). Thus, G (t[Kq4]), for
d € GC with K; # (). By Lemma 7.4 it follows that G*(max K) and G*(min K ). Moreover,
as t(z) = t(—x) and (—K)q = —(K(_q)), Gk (t[Kq]), for all d € GC with Ky # 0. ]

Lemma 11.4. For d € GC,
Gi(K) > Ky #0— G}‘{(avgl[Kd]).

The statement follows as in case of Lemma 10.6.

Lemma 11.5. Let K C II;. Then
Gk (K) = Gk ((Az.1 — 2)[K)).

The proof proceeds as in Lemma 10.7 by using Lemma 7.6.

Lemma 11.6. Let K € K. Then
Gk (1/2K) — Gk (K).
The result follows as in Lemma 10.8 by applying Lemma 7.7.

Lemma 11.7.

*

Gi(K) = [L((GE € Pan(SD)) (K C Iip A (Vd € E) K # 0)).
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Proof. The proof follows the derivation of Lemma 10.9. Set
AK) 2" (3E € Pgo(SD)) (K C Xz A (Vd € E) Ky # 0).

Then the assertion is
*

Gk (K) = IL(A(K)).
Let again
Byin 2 min K # 0, Bjin Det t(min K) # 0,
By 2 nax K #0, = t(max K) # 0.

and
Def min max

for i,j € {0,1}. As we have seen in the proof of Lemma 10.9, it suffices to show that
LA e

ia))

(A T

A e

Assume that G (K) and note for z € {min K, max K} that G*(x) entails G*(t(z)).

From both we obtain that ﬂ(B(x))[wgo and ﬂ(B(t(m)))[t(m#O. Because of Rules ([-A),
(I-mon), and ([-antimon) it follows that

Co,1>

Ll e

[
[
[
[

*

(LL(B(2)) A LLBM)) Lesonyo,

from which we obtain with Rules (||-A-intro) and ([-mon) that

*

H(B(z) AB(y)) [z£0nys0- (11.2)
As we have seen in the proof of Lemma 10.9,
(B(x) A B(y) — [L(A(K)),

* *
for each choice of z and y. With Rules (||-mon) and (||-idem) we thus have that

*

[1(B() A B(y)) — [L(A(K)).
Consequently, by (11.2) and Rule ([-mon), we obtain that L*L(A(K)) Ve

4,57

fori,j € {0,1}. [
Proposition 11.8. G C Si.
Proof. The statement follows by co-induction. We need to show that
Gic(K) = [L((3E € Pgn(SD))(K C g A (Vd € B) (Kg £ 0 A Gig(avy ' [Kd))))-
From Lemmas 11.4 and 11.6 it follows
Gi(K) = ((3E € Pgn(SD) (K CHlg A (Vd € E) Kg # 0)
— (AE € Pan(SD))(K CHp A (Vd € E) (Kqg# DA G}‘{(avgl[Kd])))).
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*
By monotonicity of || we thus obtain

*

Gk(K) = (|l((3E € Pgn(SD))(K CIip A (Vd € E) Kq # 0))
5 [((BE € Pan(SD)(K C T A (¥d € E) (Kq # 0 A Gig(avy [Kd))),

where, the assumption L*L((EIE € Pan(SD)) (K CIIg A (Vd € E) K4 # 0)) can be discharged
by Lemma 11.7. L]

As a consequence of Propositions 11.2 and 11.8 we now obtain our central result for the
compact sets case.

Theorem 11.9. S, = Gy.

12. CONCLUSION

In this paper the computational power of infinite Gray code has been re-considered and
compared with the signed digit representation which is mostly used in applications. Infinite
Gray code is a redundancy-free representation of the real numbers, whereas the signed digit
representation has a high degree of redundancy: every real number has infinitely many
names. Instead of all real numbers only the interval [-1, 1] was considered.

The central aim was to study the relationship between both representations without
having to discuss the manipulation of code words directly. To this end, for each of the two
kinds of representation, co-inductive characterisations for the spaces under consideration were
introduced in a formal logical system as predicates G and S, from which the representation
can be recovered via a realisability interpretation. Instead of dealing with representations
directly, the predicates were compared. Computable translations between the representations
can be extracted from the formal proofs. The proofs also guarantee the correctness of the
extracted programs.

As was known from earlier studies by Tsuiki [Ts02, TS05], infinite Gray code can be
translated into signed digit code in a sequential way; for the converse translation, however,
one has to allow the computations to proceed concurrently. In [BT21b], Berger and Tsuiki
introduced a modality || for concurrency. ||(A) has no effect on the classical validity of the
formula A, but on its realisability interpretation: two concurrent processes try to realise
A, in case || (A) is realisable, at least one of them will do so. With help of this modality a
predicate So was co-inductively defined, the realisers of which are again streams of signed
digits. However, they can be computed concurrently. It was shown that S C G C Ss.

In the present paper the set of rules coming with the modality || was enlarged by two
new realisable rules, and several other useful rules were derived. Moreover, the modality was

¥
inductively extended to a modality || of bounded non-determinism, co-inductively leading
to predicates G* and S*. Proof rules for the new modality were derived, and by this way it
was shown that G* = S*, thus extending the result in [BT21b].

A powerful proof tool in the proof of the inclusion S C G case was Archimedean
induction. Here, a similar rule was presented for the concurrent case.

In [BS16, Sp21] the present authors have given a co-inductive characterisation of the
hyperspace of all non-empty compact subsets of a given digit space. Instead of streams
of digits, as in the point case, extracted realisers are now finitely branching infinite trees
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with nodes being labelled with digits. By doing so, in particular a canonical way of lifting
the signed digit representation of the real numbers in [—1, 1] to a representation of the
non-empty compact subsets of [—1, 1] is obtained. The representation is very natural: the
infinite paths of a tree representing a compact set K correspond to the streams representing
the elements of K.

A central aim of the present research was to do analogous investigations for the lifted
representations as was done in the point case. The situation turned out very similar to
the point case. Predicates Gg, Sk and S} were defined co-inductively and the inclusions
Sk € Gg C S% shown. Note, however, that for the last inclusion one had to use the

*

stronger modality || in the definition of a predicate for ‘concurrent’ signed digit representation,
whereas in the point case the use of || sufficed. A co-inductive predicate G for ‘concurrent’
Gray code was introduced as well and G7, = S} derived.

Moreover, an Archimedean induction rule for non-empty compact subsets was obtained.

A computability-theoretic approach to representing compact sets is carried out in work
by Pauly and Tsuiki [PT] who show in particular that IC(I) has a faithful T“-representation
T« — K(I). Here, T is the partial order ({L,0,1},C) with L C 0, 1. In this study compact
sets are represented as trees as well, but then converted to bottomed sequences in such a
way that for finite sets the number of bottoms in the sequence increased by 1 coincides with
the cardinality of the set. The exact relationship of this kind of Gray code for IC(I) with
the one introduced in the present paper will have to be investigated in future work. Since
the constructions given by Pauly and Tsuiki use coding and dove-tailing techniques, which
correspond to a direct reference to a fixed operational semantics, it is unclear whether they
can be recast in our abstract setting.
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