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ABSTRACT. Probabilistic pushdown automata (pPDA) are a standard operational model
for programming languages involving discrete random choices and recursive procedures.
Temporal properties are useful for specifying the chronological order of events during
program execution. Existing approaches for model checking pPDA against temporal
properties have focused mostly on w-regular and LTL properties. In this paper, we give
decidability and complexity results for the model checking problem of pPDA against w-
visibly pushdown languages that can be described by specification logics such as CaRet.
These logical formulae allow specifying properties that explicitly take the structured
computations arising from procedural programs into account. For example, CaRet is able
to match procedure calls with their corresponding future returns, and thus allows to express
fundamental program properties such as total and partial correctness.

1. INTRODUCTION

Probabilistic programs extend traditional programs with the ability to flip coins or, more
generally, sample values from probability distributions. These programs can be used to
encode randomized algorithms and mechanisms in security [BKOB13] in a natural way. The
interest in probabilistic programs has significantly increased in recent years. To a large
extent, this is due to the search in Al for more expressive and succinct languages than
probabilistic graphical models for Bayesian inference [GHNR14]. Probabilistic programs have
many applications [vdMPYW18]. They are used in, among other areas, machine learning,
systems biology, security, planning and control, quantum computing, and software—defined
networks. Probabilistic variants of many programming languages exist.
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proc void infect Young() : proc bool infectElder() :

y = uniform(0, 3)

repeat y times:
infect Young()

e :=uniform(0,2)

repeat ¢ times:

y = uniform(0, 1)

repeat y times :
infectYoung()

e = uniform(0, 4)

repeat e times:

f = infectElder() infectElder()
return f == bernoulli(0.01)
return f

Figure 1: Recursive probabilistic program modeling the outbreak of an infectious disease.
uniform(a,b) stands for the discrete uniform distribution on [a, b].

Recursion. Procedural programs allow for the declaration of procedures—small independent
code blocks—and the ability to call procedures from one another, possibly in a recursive
fashion. Most common programming languages such as C, Python, or Java support proce-
dures. It is thus not surprising that recursion is also present in many modern probabilistic
programming languages (PPL) such as WebPPL [GS14] or Church [SG12]. In fact, there
have been numerous approaches to extend Bayesian networks with recursion even before
PPL became popular [PK00, Jae01, CIRW11]. Randomized algorithms such as Hoare’s
quicksort (see, e.g., [Kar91]) with random pivot selection can be readily implemented using
recursion. Finally, recursion in form of branching processes is an important tool to model
reproduction of cells or molecules in systems biology [AK15].

Motivating example. This paper studies the auto-
mated verification of probabilistic pushdown automata ‘ Y E
(pPDA) [EKMO04] as an explicit-state operational model
of procedural probabilistic programs against temporal
specifications. As a motivating example we consider a
simple epidemiological model for the outbreak of an in-
fectious disease in a large population where the number
of susceptible individuals can be assumed to be infinite.
Our example model distinguishes young and elderly persons. Each affected individual infects
a uniformly distributed number of others, with varying rates (expected values) according
to the age groups (Figure 2). The fatality rate for infected elderly and young persons is
1% and 0%, respectively. Procedure infectElder() returns a Boolean in order to signal to
its callers whether the infection has led to fatality. Initially, we assume there is a single
infected young person, i.e., the overall program is started by calling infect Young(). It is
an easy exercise to specify this model as a discrete probabilistic program with mutually
recursive procedures (Figure 1). Note that this program can be easily amended to more
realistic scenarios involving, e.g., more age or gender groups, hospitalization rate, etc.

The behavior of such recursive probabilistic programs can be naturally described by
pPDA. Roughly, the local states of the procedures—the values of the variables in the
procedure’s scope and the position of the program counter—constitute both the state space

Figure 2: Example infection rates
by age groups.
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and the stack alphabet of the automaton. Procedure calls correspond to push transitions in
the pPDA in such a way that the program’s procedure stack is simulated by the automaton’s
pushdown stack, i.e., the caller’s current local state is saved on top of the stack. Accordingly,
returning from a procedure corresponds to taking a pop transition in order to restore the
local state of the caller. Returning a value can be handled similarly. Clearly, if the reachable
local state spaces of the involved procedures are finite, then the resulting automaton will be
finite as well. We refer to [ABE18] for more details.

A number of natural questions such as “Will the virus eventually become extinct?”
(termination probability) or “What is the expected number of fatalities?” (expected costs)
are decidable for finite pPDA (see [BEKK13] for a survey). In this work, we focus on
temporal properties, i.e., questions that involve reasoning about the chronological order of
events during the epidemic. An example are chains of infection: For instance, we might ask

What’s the probability that eventually a young person with only young persons in
their chain of infection passes the virus on to an elderly person who then dies?

On the level of the program in Figure 1, this corresponds to the probability of reaching a
global program configuration where the call stack only contains infect Young() invocations
and during execution of the current infectYoung(), the local variable f is eventually set to
true. This requires reasoning about the nestings of calls and returns of a computation. In
fact, in order to decide if f = true in the current procedure, we must “skip” over all calls
within it and only consider their local return values. This requirement (and many others)
can be naturally expressed in the logic CaRet [AEMO04], an extension of LTL:

O (O py A py A OUf).
Here, py is an atomic proposition that holds at states which correspond to being in
procedure infect Young, and f indicates that f = true. Intuitively, the above formula states
that eventually (outer ¢9), the computation reaches a (global) state where only infect Young
is on the call stack and the current procedure is infectYoung as well (0" py A py), and
moreover the local—aka abstract—path within in the current procedure reaches a state

where f is true (Q%f). Such properties are in general context-free but not always regular
and thus cannot be expressed in LTL [AEMO04].

Contributions. The contribution of this paper is a solution to the following problem:

Given a (finite) pPDA A and an w-visibly pushdown language (VPL) L in terms
of either a CaRet formula or an automaton, determine the probability that a
random trajectory of A is in L.

The complexity results for the associated decision problems are summarized in Table 1. As
common in the literature, we consider the special case of qualitative, i.e., almost-sure model
checking separately. To the best of our knowledge, none of the problems in Table 1 was
known to be decidable before. The work of [DBB12] proved decidability of model checking
against deterministic Muller visibly pushdown automata (VPA) which capture a strict subset
of the CaRet-definable languages [AMO04]. The most important technical insight of this paper
is that two existing (but independently developed) constructions from the literature can be
combined to enable effective model checking of pPDA against w-VPL: The deterministic
stair-parity VPA introduced in [LMS04], and a certain finite Markov chain associated with
a pPDA [EKMO04]. We provide some more details in the next paragraph.
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Table 1: Complexity results established in this paper.

w-VPL given in terms of ... qualitative quantitative
Deterministic stair-parity VPA [Theorem 4.16] in PSPACE in PSPACE
Non-deterministic Biichi VPA [Theorem 5.1] EXPTIME-compl. in EXPSPACE
CaRet formula [Theorem 5.2] in 2EXPTIME in 2EXPSPACE
i Program i——> (p])\;?é%
A ~ Product Step chain

A xD Maxp ETR
- (Def. 4.1) (Def. 4.14)

CaRet Biichi Stair-parity
formula ¢ NVPA A DVPA D
(Def. 2.9) (Def. 2.1) (Def. 2.6)

J

Figure 3: Chain of reductions used in this paper. ETR stands for existential theory of the
reals, i.e., the existentially quantified fragment of the FO-theory over (R, +, -, <).

Techniques and tools. We briefly outline our approach which is built on a number of
existing constructions and results from the literature. In order for the model checking
problems to be decidable [DBB12], we need to impose a mild wisibility restriction on A,
yielding a probabilistic visibly pushdown automaton (pVPA). Just like several previous
works on model checking pPDA against w-regular specifications [EKM04, BKS05, KEMO06],
we follow an automata-based approach (see Figure 3). More specifically, we first translate ¢
into an equivalent non-deterministic Biichi VPA [AMO04] A and then determinize it using a
procedure introduced by Loding et al. [LMS04]. The resulting DVPA D uses a so-called stair-
parity [LMS04] acceptance condition that is strictly more expressive than standard parity or
Muller DVPA [AMO04]. Stair-parity differs from usual parity in that it only considers certain
positions—called steps [LMS04]—of an infinite word where the stack height never decreases
again. We then construct a standard product A x D. Here, the visibility conditions ensure
that the automata synchronize their stack actions, yielding a product automaton that uses a
single stack instead of two independent stacks, which would lead to undecidability [DBB12].
Finally, we are left with computing a stair-parity acceptance probability in the product.
This is achieved by constructing a specific finite Markov chain associated to A x D, called
step chain in this paper. Intuitively, the step chain “jumps” from one step of a run to the
next, hence we only need to evaluate standard parity on the step chain. The idea of step
chains was introduced by Esparza et al. [EKMO04] who used them to show decidability of
the model checking problem against deterministic (non-pushdown) Biichi automata. For
constructing the step chain, certain reachability probabilities in the given pPDA need to be
computed. These probabilities are algebraic numbers (i.e., solutions of polynomial equations)
that may be irrational in general. However, the relevant problems are still decidable via an
encoding in the existential fragment of the FO-theory of the reals (ETR) [KEMO6].

Related work. We have already mentioned various works on recursion in probabilistic
graphical models and PPL as well as on verifying pPDA and the equivalent model of recursive
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Markov chains [EY09]. The analysis of these models focuses on reachability probabilities,
w-regular properties or (fragments of) probabilistic CTL, expected costs, and termination
probabilities. The computation of termination probabilities in recursive Markov chains and
variations thereof with non-determinism is supported by the software tool PReMo [WEOQ7].
Our paper can be seen as a natural extension from checking pPDA against w-regular
properties to w-visibly pushdown languages. In contrast to these algorithmic approaches,
various deductive reasoning methods have been developed for recursive probabilistic programs.
Proof rules for recursion were first provided in [Jon90], and later extended to proof rules in
a weakest-precondition reasoning style [MMO01, OKKM16]. The authors of [OKKM16] also
address the connection to pPDA and provide proof rules for expected run-time analysis. A
mechanized method for proving properties of randomized algorithms, including recursive
ones, for the Coq proof assistant is presented in [AP09]. The Coq approach is based on
higher-order logic using a monadic interpretation of programs as probabilistic distributions.

Conference version. A preliminary version of this article was published at FoSSaCS
2022 [WGK22]. The present journal version extends the conference paper by the full proofs
as well as further examples and explanations.

Paper structure. This paper is structured as follows. We review the basics about VPA and
CaRet in Section 2. Section 3 introduces probabilistic visibly pushdown automata (pVPA).
The stair-parity DVPA model checking procedure is presented in Section 4, and the results
for Biichi VPA and CaRet in Section 5. We conclude the paper in Section 6.

2. VisiBLY PUSHDOWN LANGUAGES

In this section, we summarize some preliminary results on visibly pushdown languages and
their corresponding automata models, and we recall the syntax and semantics of CaRet.
We use the following notation for words. Given a non-empty alphabet X, let ¥* be the
set of all finite words (including the empty word €), and let 3“ be the set of all infinite
words over X. For ¢ > 0, the i-th symbol of a word w € ¥* U X is denoted w(i) if it exists.
|w| denotes the length of w. For n € Ny we write ¥" = {w € ¥£* | |w| = n}. For sets of
words A C ¥* and B C X* U X%, the concatenation of all words from A with those from B
is denoted A.B. We also use a.B and A.b as shorthands for {a}.B and A.{b}, respectively.

2.1. Visibly Pushdown Automata. A finite alphabet X is called pushdown alphabet if
it is equipped with a partition X = ¥, W Xint W Xyer into three—possibly empty—subsets
of call, internal, and return symbols. A wvisibly pushdown automaton (VPA) over ¥ is like
a standard pushdown automaton with the additional syntactic restriction that reading a
call, internal, or return symbol triggers a push, internal, or pop transition, respectively (an
internal transition is one that does not change the stack height). Formally:

Definition 2.1 (VPA [AMO04]). Let ¥ be a pushdown alphabet. A wisibly pushdown
automaton (VPA) over ¥ is a tuple A = (5, s, I, L, §, 3) with S a finite set of states,
so € S an initial state, I' a finite stack alphabet, | € I' a special bottom-of-stack symbol,
and d = (Jcall, dint, Oret) a triple of relations such that

5ca|| g (S X Ecall) X (S X F—L) 3 5int g (S X Eint) xS 3 5ret g (S X Eret X F) xS
where I'_ )] =T\ {L}. A
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For s,t €S, ZeT, and a € &, we write s — tZ, s = t, sZ - t to indicate that there
exist transitions (s,a,t,Z) € dcan, (S,a,t) € int, (S,a,Z,t) € dyet, respectively.

The semantics of a VPA is defined as usual via configurations and runs. A configuration
of VPA Ais atuple (s,7y) € SxI'*| .1, written more succinctly as s in the sequel. Intuitively,
being in configuration sy means that the automaton is currently in state s and has the word
~ on its stack. If sy = sZ+' for some Z € T, then sZ is called the head of sy. A bottom
configuration is a configuration with head s for some s € S. Let w € ¥ be an infinite
input word. An infinite sequence p = sp7, 171 - . . of configurations is called a run of A on
w if spy9 = soL and for all ¢ > 0, exactly one of the following cases applies:

o w

i) € Yean and ;41 = Z; for some Z € T'_; such that s; % Si+14; or
. _ w(i) .

i) € Bint and y;41 = ; and s; — S;41; or

e w(i) € Yot and Zv;41 = 7; for some Z € I'_} such that ;7 & Sit+1; OT
e w(i) € Yot and y; = v;4+1 = L and s; L RION Sit+1-

(
o w(
(

In other words, if A reads a call (or internal) symbol a while being in configuration sy and
there exists a suitable call transition s % ¢Z (or internal transition s = ¢), then a run of A
may evolve from configuration sy to tZ+ (or tv, respectively). Similarly, if A reads a return
symbol a in configuration sZ~ where Z # 1 and there is a transition sZ = ¢, then a run
can move from sZ+v to ty. Note that invoking a return transition in a bottom configuration
s does not remove the topmost symbol L from the stack.

A Biichi acceptance condition for A is a subset FF C S. A VPA equipped with a Biichi
condition is called a Biichi VPA. An infinite word w € ¢ is accepted by a Biichi VPA if
there exists a run sg7g, $171, - - - of A on w such that s; € F for infinitely many ¢ > 0. The
w-language of words accepted by a Biichi VPA A is denoted L£(A) C X¥.

Definition 2.2 (w-VPL [AMO04]). Let ¥ be a pushdown alphabet. L C X¥ is an
w-visibly pushdown language (w-VPL) if L = L(A) for a Blichi VPA A over X. A

A VPA is deterministic (DVPA) if the relations dcay, dint, and dret are total functions,
i.e., 5call3 (S X Eca”) — (S X F_J_),(Sint: (S X Zint) — S, and (5ret3 (S X Eret X F) — 5. Note
that DVPA have exactly one run on each input word. As for standard NBA, the class
of languages recognized by Biichi DVPA is a strict subset of the languages recognized by
non-deterministic Biichi VPA. Unlike in the non-pushdown case, DVPA with Muller or
parity conditions are also strictly less expressive than non-deterministic Biichi VPA [AMO04].
A deterministic automaton model for w-VPL was given in [LMS04]. It uses a so-called
stair-parity acceptance condition which we explain in the upcoming Section 2.2.

2.2. Steps and Stair-parity Conditions. In the remainder of this section, ¥ denotes a
pushdown alphabet and A a VPA over ¥. Consider a run p = s, $171,--- of A on an
infinite word w € ¥*. We define the stack height of the i-th configuration as sh(p(i)) = |v;|—1
(i.e., the bottom symbol L does not count to the stack height). The stair-parity condition
relies on the notion of steps:

Definition 2.3 (Step). Let p be a run of A. Position ¢ > 0 is a step of p if
Vn>1i:  sh(p(n)) > sh(p(i)) . A
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T r ¢ T T C T C CT Tr C C CTTroTro.

J_)fr 0 1 2 3 4 5 6 7T 8 9 10 11 12 13 14 15 16 17 ...
Z,T’ J—vr Z

o7 l T Z,r VA 7 7

’ T A Z Z 7 Z 7 Z A ..

YAV AV AV AV AV AV AV AV A AV A AV AR
e, 7 I S N I A N

50 S1 S1 S0 S1 S1 S0 51 S0 S0 S1 S1 S0 S0 S0 S1 51 51 ...

Figure 4: Left: An example VPA (in fact, a DVPA) with I' = {Z, L} over input alphabet
Y ={c} W {r} w{r}. Transitions labeled ¢, Z are call transitions that push Z on
the stack. The transitions labeled 7 are internal transitions; they ignore the stack
completely. Transitions labeled Z,r and L, r are return transitions that are only
enabled if Z (L, respectively) is on top of the stack. When executing Z, r, the
symbol Z is popped from the stack. However, the special bottom-of-stack symbol
1L can never be popped (e.g., position 1 in the run). Right: The unique run of the

DVPA on input word 7rerrerc?r?c®r3 .. .. Steps are underlined.

Intuitively, a step is a position of a run such that there is no future position where the

stack height is strictly smaller. Slightly abusing terminology, we also say that a configuration
s;7y; of a given run p = spv9, S171, - - - 1S a step if position i is a step.
Example 2.4. Figure 4 depicts a DVPA and the initial fragment of its unique run p on the
input word 7reTTerc®r?c®r?. ... The step positions are underlined, i.e., positions 0-5, 7,
11, and 17 are steps. Note that if p(i) = sL for some s € S then i is a step, i.e., bottom
configurations are always steps.

Steps play a central role in the rest of the paper. We therefore explain some of their
fundamental properties. Suppose that p is a run of A on an infinite word w € ¥*.

e If positions ¢ < j are adjacent steps, i.e., there is no step k strictly in between ¢ and j,
then sh(p(j)) — sh(p(i)) € {0, 1}, i.e., the stack height from one step to the next increases
by either zero or one.

e Each step ¢ has a next step j > i: If the symbol at step i is internal (e.g., i = 0,3,4 in
Figure 4) or a return (e.g., ¢ = 1) then the next step is simply the next position j =i+ 1
and the stack height does not increase. If the symbol at position ¢ is a call, then one of
two cases occurs: Either the call has no matching future return (e.g., i = 2); in this case,
the next step is the next position j =i+ 1. Otherwise the call is eventually matched (e.g.,
i ="5,7,11) and the next step j > i + 1 occurs after the corresponding matching return is
read and has the same stack height.

e As a consequence, each infinite run has infinitely many steps. Notice though that the
difference between two adjacent step positions may grow unboundedly as in Figure 4.

e The stack height at the steps either grows unboundedly or eventually stabilizes (the latter
occurs in Figure 4; the stack heights at the steps induce the sequence 0,0, 0, 1%).

Remark 2.5. We can also define the steps of a word w € X“ as the positions where a run
of any arbitrary VPA on w has a step. Due to the visibility restriction, the actual behavior
of the VPA does not influence the step positions [LMS04]. In other words, the step positions
are predetermined by the input word. Thus, we can also speak of the stack height sh(w(i))
of word w at position .
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We need one last notion before defining stair-parity. The footprint of an infinite run
P = 8070, S171, - - - is the infinite sequence pLSteps = SpySn, --- € S where for all 7 > 0 the
position n; is the i-th step of p. In words, plg.,s is the projection of the run p onto the
states occurring at its steps. For the example run in Figure 4, plge,s = 051515057

Definition 2.6 (Stair-parity [LMS04]). Let A be a VPA over pushdown alphabet ¥. A
stair-parity acceptance condition for A is defined in terms of a priority function ©2: .S — Ny.
A word w € 3¢ is accepted if A has a run p on w such that

min { &k [ 37 > 0: Q(plgeps(i)) =k} is even.
The language accepted by A is denoted L(.A). A

Intuitively, £(A) contains all words that have a run p on A such that the minimum
priority occurring infinitely often at states in the footprint plg.,s is even.

Example 2.7. The DVPA in Figure 4 with Q(sp) = 1 and €(s1) = 2 accepts

£7‘epbdd = {’wEEw ’ dB >0, 47 > 0: sh(w(i)) = B},

the language of repeatedly bounded words [LMS04], i.e., words whose stack height (cf.
Remark 2.5) is infinitely often equal to some constant B. The example word from Figure 4
satisfies this property with B = 1. To see why the automaton accepts Leppdq, note that a
word is repeatedly bounded iff the stack height at the steps stabilizes eventually. The latter
occurs iff in just finitely many cases, the transition before reaching a step was a call. The
DVPA in Figure 4 detects this behavior; when reading a call symbol, it always moves to state
so which has odd priority, and it accepts iff sg is visited finitely often at call positions. It is
known that L,eppdq is not expressible through DVPA with usual parity conditions [AMO04].

Theorem 2.8 [LMS04, Theorem 1]|. For every non-deterministic Biichi VPA A there exists

a deterministic stair-parity DVPA D with 2°0SP) states such that £L(A) = L(D). Moreover,
D can be constructed in exponential time in the size of A.

It was also shown in [LMS04] that stair-parity DVPA characterize exactly the class of
w-VPL (and are thus not more expressive than non-deterministic Biichi VPA).

2.3. CaRet, a Temporal Logic of Calls and Returns. Specifying requirements directly
in terms of automata is tedious in practice. CaRet [AEMO04] is an extension of Linear
Temporal Logic (LTL) [Pnu77] that can be used to describe certain w-VPL.

Definition 2.9 (Syntax of CaRet [AEMO04]). Let AP be a finite set of atomic propositions.
The logic CaRet adheres to the grammar

p=pleVe | e | O% | eUp | O | U | O ¢ | U ¢,
where p € AP U {call,int, ret}. A

Other common modalities such as ¢* and [ for b € {g,a, —} are defined as usual via
Olo = true U’ ¢, and %@ = —OP—p. We now explain the intuitive semantics of CaRet, the
formal definition is stated further below in Definition 2.10. We assume familiarity with
LTL (see, e.g., [BK08, Ch. 5] for an introduction). CaRet formulae are interpreted over
infinite words from the pushdown alphabet ¥ = 247 x {call,int,ret}. 9 and U9 are the
standard next and until modalities from LTL (called global next and until in CaRet). CaRet
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Figure 5: CaRet’s various next modalities applied to the initial fragment of an example word.
Call, internal, and return positions are depicted as boxes, circles, and rhombs,
respectively. Note that ()% of position 3 is undefined because ()Y is a return.
Whether or not ()% of position 0 is defined depends on how the words continues
after position 5; more specifically, it is defined iff there occurs a return position
on the same height as position 5. In this case, ()% of position 0 will point to the
first such occurrence.

extends LTL by two key operators, the caller modality ()~ and the abstract successor ()®.
The semantics of these operators is visually explained in Figure 5. The caller ()~ is a past
modality that points to the position of the last pending call (if such a call exists). For
internal and return symbols, the abstract successor ()% behaves like ()¢ unless the latter
is a return, in which case ()% is undefined (e.g., position 3 in Figure 5). On the other
hand, the abstract successor of a call symbol is its matching return if it exists, or undefined
otherwise. The caller and abstract successor modalities induce sequences of positions which
we call caller path and abstract path, respectively. The caller path is always finite and the
abstract path can be either finite or infinite. The until modalities 4/~ and U* are then
defined analogously to the standard until &9 with the difference that they are interpreted
over the caller and abstract path, respectively.

A prime application of CaRet is to express total correctness of a procedure F' [AEMOA4]:

Ptotal = 09 (Ca” A p A PF — an)

where p and g are atomic propositions that hold at the states where the pre- and post-
condition is satisfied, respectively, and pr is an atomic proposition marking the calls to
F. Another example is the language of repeatedly bounded words from Example 2.7; it is
described by the formula @reppgq = ¢/009(call = (O%ret) which states that all but finitely
many calls have a matching return. Further examples are given in [AEMO04].

We now define the semantics of CaRet formally. Let ¥ = 247 x {call,int, ret} be the
pushdown alphabet and w € ¥¢. If w(i) € Xy, then let MR, (i) be the position of the
matching return of w(i), or undef if there is no matching return. The abstract successor
succl (i) of position ¢ in word w is defined as follows:

MRw(Z) if w(z) S EcaII
succy, (i) = qi+1 if w(i) & Tean A w(it1) ¢ Dier
undef if w(i) & Xean A w(i+1) € Tret
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The caller succy, (i) of position ¢ in word w is defined as the innermost (“closest”) unmatched
call position j < i, or undef if there was no previous open call.

Definition 2.10 (Semantics of CaRet). Let ¥ = 247 x {call,int, ret} and w € X*. For all
CaRet formulae ¢ and i € Ny, we define w(i) = ¢ by induction over the structure of ¢ as
follows:

w(i) | p iff w(i) = (X, type) and either p € X or p = type

w(i) @1V 2 iff w(i) | o1 or w(i) = @2

w(i) |~ iff w(i) ¥ ¢

w(i) E O%n it w(i+1) E ¢

w(i) E O%p1 iff succl (i) = j € Ny is defined and w(j) E o1

(1) = O r iff sucey, (i) = j € Ny is defined and w(j) E ¢1

w(i) = o1 Uy for b € {a, g, —} if there exist positions i = ig, i1, ... ,ix, k € Ny, such that
1) w(ig) = 2, and

(2) for all 0 < j < k, w(i;) = ¢1 and i;41 = succl,(i;).

Furthermore, we write w |= ¢ if w(0) = ¢. The language of all words satisfying a CaRet
formula ¢ is denoted L(p) = {w € ¥¥ | w |= ¢}. A

Theorem 2.11 [AAB107, Theorem 5.1]. CaRet-definable languages are w-VPL: For each
CaRet formula ¢ there exists a (non-deterministic) Biichi VPA A such that L(p) = L(A),
and A can be constructed in time 200D

o o000 0 o0
S

The above theorem is well-known in the literature [AABT07, ABE18] even though it is
usually stated for Nested Word Automata (NWA) which are equivalent to VPA, and it is more
common to state a space bound on A rather than a time bound for the construction. The
theorem even applies to the logic NWTL™, an FO-complete extension of CaRet [AABT07]
which we do not consider here for the sake of simplicity.

Theorems 2.8 and 2.11 together imply that each CaRet formula can be translated to a
deterministic stair-parity VPA of doubly-exponential size.

3. PROBABILISTIC VISIBLY PUSHDOWN AUTOMATA

As explained in the introduction, we employ probabilistic pushdown automata [EKMO4]
(pPDA) as an operational model for procedural probabilistic programs. pPDA thus play a
fundamentally different role in this paper than VPA (cf. Definition 2.1): pPDA are used
to model the system, while VPA encode the specification. Consequently, our pPDA do not
read an input word like VPA do, but instead take their transitions randomly, according
to fixed probability distributions. In this way, they define a probability space over their
possible traces, i.e., runs projected on their labeling sequence. These traces constitute the
input words of the VPA. In order for the model checking problems to be decidable [DBB12],
a syntactic visibility restriction needs to be imposed on pPDA. In a nutshell, the condition
is that each state only has outgoing transitions of one type, i.e., push, internal, or pop.
This means that the stack operation is wisible in the states (recall that for VPA, the stack
operation is visible in the input symbol). This restriction is not severe in the context of
modeling programs (see Remark 3.4 further below) and leads to our notion of probabilistic
visibly pushdown automata (pVPA) which we now define formally.

Given a finite set X, we write Dist(X) = { f: X = [0,1] | > ,cx f(a) = 1} for the set
of probability distributions over X.
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Definition 3.1 (pVPA). A probabilistic visibly pushdown automaton (pVPA) is a tuple A =
(Q, g, Iy L, P, 3, \) where @ is a finite set of states partitioned into Q = Qcan ¥ Qint W Qret,
qo € @ is an initial state, I' is a finite stack alphabet, | € I' is a special bottom-of-stack
symbol, P = (Peyi, Pnt, Pret) is a triple of functions

PcaII: Qcall — DiSt(Q X F—J_) 5 Pint: Qint — DiSt(Q) 5 Pret: Qret x I — DiSt(Q) 5

Y = Yean W Xjnt W Xt is a pushdown alphabet, and A\: Q — X is a state labeling function
consistent with the visibility condition, i.e., for all type € {call,int,ret} and all ¢ € Q, it is
required that ¢ € Qype iff A(q) € gype. A

Similar to VPA, we use the notation ¢ 2 rZ, q LN r, and qZ 2 1 to indicate that
Pean(q)(r, Z) = p, Pnt(q)(r) = p, and Pret(q, Z)(r) = p, respectively.

Intuitively, the behavior of a pVPA A is as follows. If the current state ¢ is a call state,
then the probability distribution P.y(g) determines a random successor state and stack
symbol to be pushed on the stack (L cannot be pushed). Similarly, if the current state g is
internal, then Pn(q) is the distribution over possible successor states and no stack operation
is performed. Lastly, if the current state ¢ is a return state and symbol Z € I'_| is on top of
the stack, then Z is popped and A moves to a successor state with probability according
to Pret(q,Z). As in VPA, the special symbol L is not popped from the stack if a return
transition occurs in a bottom configuration.

The formal semantics of a pVPA is defined in terms of a countably infinite discrete-time
Markov chain. A (labeled) Markov chain is essentially the special case of a pVPA where
Q = Qint, with the only difference that we allow for countably infinite ) and do not impose
the restriction on the labeling function A. A Markov chain can thus be specified as a 5-tuple
(Q, q0, P, X, \), i.e., we omit L and T" from the definition of pVPA because a Markov chain
does not use a stack. A run of a Markov chain is an infinite sequence of states, i.e., an
element from Q“. Note that in our definition, runs do not necessarily start in qg; this is just
for technical convenience—impossible runs starting in a state other than ¢¢ will simply have
probability 0. We extend the labeling function A from states to runs in the natural way.

We define the Markov chain generated by a pVPA A = (Q, qo, T', L, P, ¥, \) as

Dan = (QxT7 . L, gL, P, %, Aa)

i.e., the state space of D is the set of configurations of A, and the transition probability
function Pa is defined as follows. Pa(qv)(rv') = p > 0 iff exactly one of the following cases
applies:
e ¢ € Qe and 7/ = Z for some Z €| and ¢ 5 rZ; or
e g€ Qinandy =~and ¢ r; or
® ¢ € Qe and Zy' =~ for some Z € .| and ¢Z & ¢; or
e g€ Qerandy =v=_1 and ¢L 5 r.
Moreover, the labeling function of Da is Aa(qy) = A(q) for all gy € Q x (T )*.L.
Example 3.2. Figure 6 depicts a pVPA A and a fragment of its generated Markov chain
Da. Even though Dy is infinite, many problems remain decidable, including in particular
questions about reachability probabilities which can be characterized as the least solution of
a system of polynomial equations [EKMO04]. We will use this extensively in Section 4.

We define the set Runsa of a pVPA A as the runs of the Markov chain Daj, i.e.,
Runsa = (Q x I'* . L)¥. Steps of pVPA runs are defined as in Definition 2.3. A further
example pVPA and its possible runs are depicted in Figure 7 on page 16.
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! | 2/3 2/3 2/3
2/3’Z Tl qo ql — @/l — qZl1 —

1/3,2( 2,172 \3 N y

ZJilj/f 0 1CQ1J_ %quJ_ %quZJ_

Figure 6: Left: A pVPA A (labeling function omitted) with I' = { L, Z}. Call and return
states are drawn as squares and rhombs, respectively. Transitions labeled p, Z for
p € [0,1] mean that with probability p symbol Z is pushed. Transitions labeled
X,p, for X € T and p € [0, 1], indicate that if X is on top of the stack, then the
transition is taken with probability p (and X is popped if X # 1). Note that the
visibility restriction on pVPA enforces that a state may not have both outgoing
push and outgoing pop transitions. Right: The infinite-state Markov chain Da
generated by A.

We associate a probability space with Runsa in the usual way (see, e.g., [BK08, Ch. 10]).
To this end, we define the o-algebra F C 2f7$a a5 the smallest set that contains all the
cylinder sets p.Runsa, where p is an arbitrary finite prefix p € (Q x I'*; . 1)* of a run, and
that is closed under complement and countable union. The sets in F are called measurable
and there is a unique probability measure Pa: F — [0, 1] satisfying

{H”'Q A(p(i), p(i41))  if [p] = 0 or (|p| > 0 and p(0) = go L),

Falp-Runsa) = otherwise

where an empty product (which occurs if |p| < 1) is defined to be equal to 1. We omit the
subscript in Pa whenever A is given by the context.

In the following two remarks, we summarize the technical differences between our pVPA
model and existing models in the literature.

Remark 3.3. Unlike the pPDA from [EKMO04], our pVPA only generate infinite runs, i.e.,
they do not “terminate” when reaching the empty stack. Indeed, in our pVPA, the stack
can never be empty because the special bottom symbol L cannot be popped. We have
chosen this semantics for compatibility with CaRet which describes w-languages by definition.
Nonetheless, terminating behavior can be easily simulated in our framework by moving to a
dedicated sink state once the pVPA attempts to pop L for the first time. Another technical
difference between our pVPA and the pPDA introduced in [EKMO04] is that in pVPA, only
pop transitions can read the stack, whereas in pPDA, all types of transitions can read, and
possibly exchange, the current topmost stack symbol. We have chosen this definition (which
is not a true restriction) for compatibility with VPA as defined in [AMO04].

Remark 3.4. The visibility restriction of our pVPA is slightly different from the definition
given in [DBB12] which requires all incoming transitions to a state to be of the same
type, i.e., call, internal, or return. Our definition, on the other hand, imposes the same
requirement on the states’ outgoing transitions. We believe that our condition is more
natural for pVPA obtained from procedural programs, such as the one in Figure 1. In fact,
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programs where randomness is restricted to internal statements such as x := bernoulli(0.5)
or z := uniform(0, 3) naturally comply with our visibility condition because all call and
return states of such programs are deterministic and thus cannot violate visibility. However,
the alternative condition of [DBB12] is not necessarily fulfilled for such programs.

We can now formally state our main problem of interest:

Definition 3.5 (Probabilistic CaRet Model Checking). Let AP be a finite set of atomic
propositions, ¢ be a CaRet formula over AP, A be a pVPA with labels from the pushdown
alphabet ¥ = 247 x {call, int, ret}, and 6 € [0,1]NQ. The quantitative CaRet Model Checking
problem is to decide whether

P({p € Runsa | A(p) € £(9)}) =2 6.
The qualitative CaRet Model Checking problem is the special case where § = 1. A

The probabilities in Definition 3.5 are well-defined as w-VPL are measurable [LMS04].

4. MODEL CHECKING PVPA AGAINST STAIR-PARITY DVPA

In this section, we show that model checking pVPA (Definition 3.1) against VPL given
in terms of a stair-parity DVPA (Definition 2.6) is decidable. This is achieved by first
computing an automata-theoretic product of the pVPA and the DVPA and then evaluating
the acceptance condition in the product automaton.

4.1. Products of Visibly Pushdown Automata. In general, pushdown automata are
not closed under taking products as this would require two independent stacks. However,
the visibility conditions on VPA and pVPA ensure that their product is again an automaton
with just a single stack because the stack operations (push, internal, or pop) are forced to
synchronize.

We now define the product formally. An unlabeled pVPA is a pVPA where the labeling
function A and alphabet ¥ are omitted.

Definition 4.1 (Product A x D). Let A = (@, qo, I', L, P, 3, A\) be a pVPA, and D =
(S, so, IV, L, 4, X) be a DVPA over pushdown alphabet 3. The product of A and D is the
unlabeled pVPA

AxD = (Q X Sa (CJOaSO)a I' x F,a <J—>J—>a PAXD) 5
where Paxp is the smallest set of transitions satisfying the following rules for all ¢,r € @,
Zel,s,teS, andY eI”:

A9) Ag)

q&ArZ/\s—n)tY qZﬁ)AT/\SY—M)t
(4.5) Braxp (1 t)(Z,Y) (4.8)(Z,Y) Braxp (r,t)
q £>A r AN s ﬂ)p t

(q.8) Baxp (rt)
If the DVPA D is equipped with a priority function Q: .S — Nj, then we extend 2 to
QxS — Ny via (g, s) = Q(s). A

It is not difficult to show that A x D is indeed a well-defined pVPA and moreover
satisfies the following property (the proof is standard, see [WGK21, Appendix B.1]):

(call)

(return)

(internal)
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Lemma 4.2 (Soundness of A x D). Let A be a pVPA and D be a stair-parity DVPA with
priority function 2, both over pushdown alphabet 3. Then the product pVPA A x D with
priority function Q' as in Definition 4.1 satisfies

P({p € Runsa | Ap) € L(D)}) = P({p € Runsaxp | plsieps € Parityos }),

where Parityq, denotes the set of words in (Q x S)“ satisfying the standard parity condition
induced by Q. Moreover, A X D can be constructed in polynomial time.

Remark 4.3. It is not actually important that the product pVPA again satisfies the
visibility condition, even though this happens to be the case. All techniques we apply to the
product also work for general pPDA.

4.2. Stair-parity Acceptance Probabilities in pVPA. Lemma 4.2 effectively reduces
model checking pVPA against stair-parity DVPA to computing stair-parity acceptance in the
product, which is again an (unlabeled) pVPA. We therefore focus on pVPA in this section
and do not consider DVPA.

Throughout the rest of this section, let A = (@, qo, I', L, P) be an unlabeled pVPA.
On the next pages we describe the construction of a finite Markov chain M that we call the
step chain of A. Loosely speaking, Ma simulates jumping from one step (see Definition 2.3)
of a run of A to the next.

Remark 4.4. The idea of the step Markov chain M first appeared in [EKMO04]. However,
the step chain as presented here differs from the original definition in [EKMO04] in at least
two important aspects. First, we have to take the semantics of our special bottom symbol L
into account. This is why our chain uses a subset of Q U QL as states—it must distinguish
whether a step occurs at a bottom configuration. The pPDA in [EKMO04], on the other
hand, may have both finite and infinite runs, and this needs to be handled differently in
the step chain. Second, we use step chains for a different purpose than [EKMO04], namely to
show that general measurable properties defined on steps—this includes stair-parity—can
be evaluated on pVPA (Lemma 4.15).

4.2.1. Steps as events. For all n € Ny, we define a random variable V(™ on Runsa whose
value is either the state ¢ of A at the n-th step, or the extended state gL in the special case
where the n-th step occurs at a bottom configuration ¢, for some ¢ € (). We denote the set
of all such extended states with QL = {¢L | ¢ € Q}. Formally, V" : Runsax — QU QL
is defined as

v (n)
(®) gL if step,(p) = gL,

where step,,(p) denotes the configuration at the n-th step of p.

{q if step,(p) =gy and v # L

Lemma 4.5. For alln € Ny and v € QU QL, the event V™ = v is measurable, and thus
V") s a well-defined random variable.

Proof. This was proved more generally in [EKMO04]. Here we give an alternative proof using
the fact that all w-VPL are measurable [LMS04]. We view QQ U QL as a pushdown alphabet
(the partition is induced by the partition on (). We can construct a non-deterministic
Biichi VPA that accepts a word w € (Q U QL)% iff the n-th step of w is v (the size of this
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automaton depends on n). To this end, the VPA guesses the first n positions that are steps
and goes to an accepting state s if the n-th step was v. The automaton can verify that it
guessed correctly as follows. If it believes a call symbol is a step, it pushes a special marker
on the stack; if this marker is ever popped, then the call was no step and the guess was
wrong. If it detects a wrong guess in this way, then it leaves the accepting state s, otherwise
it loops there forever. The claim follows because the function f: Runsa — (Q U QL)% that
maps runs to the sequence of their (extended) states is measurable (indeed, the preimage
fHw) of every w € (QUQL)¥ is

FHw) = ﬂ U w(0)7yg ... w(i)y;. Runsa

120 ~0...7; € F_*J_.L
which is a countable intersection of countable unions of basic cylinder sets). L]

We can view the sequence V) V(1) of random variables as a stochastic process. It
is intuitively clear that for all n € Ny, the value of V("*1) depends only on V), but not
on V@ for i < n. This is due to the more general observation that only the state ¢ at any
step configuration ¢y (with v # L) fully determines the future of the run because being a
step already implies that no symbol in v can ever be read, as reading it implies popping it
from the stack. In particular, ¢ determines the probability distribution over possible next
steps. A similar observation applies to bottom configurations of the form ¢1. Phrased in
the language of probability theory, the process VO, V(1) has the Markov property, i.e.,

POV =0, [ VO D =g, i A AVO =) = POV =0, | VD =4, 1) (4.1)

holds for all values of vy, . .., vy, such that the conditional probabilities are well-defined!. This
was proved in detail in [EKMO4]. It is also clear that the Markov process is time-homogeneous
in the sense that

P(V(nJrl) — | v — v) = ]p(v(erl) — | v(m) — v) (4.2)

holds for all n,m € Ny for which the two conditional probabilities are well-defined. The
following example provides some intuition on these facts.

Example 4.6. Consider the pVPA in Figure 7 (left). The initial fragments of its two
equiprobable runs are depicted in the middle. In this example, it is easy to read off the
next-step probabilities P(V(") = vy, | yn=1) = vp—1) for all n € Ny and vy, v,—1 € QU QL.
They are summarized in the Markov chain on the right. For example, V(%) = gL holds
with probability 1, and V(Y = ¢; and V(Y = g3 hold with probability 1/2 each because
the second step occurs either at position 1 with configuration ¢; L Z or at position 3 with
configuration gz, and both options are equally likely. The case P(V®) = g5 | V) = ¢) =1
is slightly more interesting: Given that a configuration ¢;y with v # L is a step, we know
that the next state must be go (which is then also a step). Even though there is a transition
from ¢ to q3 in A, the next state cannot be g3 because the latter is a return state which
would immediately decrease the stack height of v. This shows that, intuitively speaking,
conditioning on being a step influences the probabilities of a state’s outgoing transitions.

1A conditional probability is well-defined if the condition, i.e., the event on the right hand side of the
vertical bar, has positive probability. Expressions like the one in (4.1) are thus not necessarily well-defined
because the probability that y-b = Un—1 might be zero for certain values of n and v, 1.
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Figure 7: Left: An example (unlabeled) pVPA A. Recall that call and return states are
drawn as squares and rhombs, respectively, whereas internal states are depicted

as circles. Middle: Initial fragments of the two possible runs of A. Steps are
underlined. Right: The step Markov chain Ma (Definition 4.14, page 22).

4.2.2. Probabilities of next steps, returns, and diverges. Our next goal is to provide expres-
sions for the next-step probabilities P(V 1) = ¢/ | V(") = ) as we did in Example 4.6. It
turns out that those can be stated in terms of the return and diverge probabilities of A.

Definition 4.7. Let q,7 € Q be states, and Z € I'_} be a stack symbol of pVPA A. We

define the following probabilities:

e The return probability [¢Z]r] is the probability to reach configuration rL from ¢Z L
without visiting another bottom configuration ¢ L for some ¢ # r in between. Formally,

[Zir] = Pyzi({dvL | ¢ €Qr el yU{rl})
where P,z is the probability measure associated with the infinite Markov chain Da
assuming initial state ¢Z 1, and U is the standard until operator from LTL.

e The diverge probability [¢] =1 — ZteQ[qut], i.e., the probability to never pop Z from
the stack when starting in ¢Z 1. Note that [¢1] is indeed independent of Z because the
only way to read Z is by popping it from the stack. Recall that this is due to our specific
definition of pVPA (Definition 3.1) in which only pop transitions can read from the stack
just like in VPA (Definition 2.1); we remark that in traditional (p)PDA, all types of
transition can read —and possibly replace— the topmost stack symbol [EKMO04]. A

The diverge probabilities are closely related to steps. In fact, the probability that a
non-bottom configuration with head ¢Z is a step is equal to [¢1]. For example, in the pVPA
in Figure 7 the configuration ¢1 Z L is a step with probability [¢11] = 1/2.

Example 4.8. It is well known that the return and diverge probabilities are not necessarily
rational. We give a minimal example to illustrate this fact. Consider the following pVPA:

|

@ 1/2 “ 1/2 E 1,7 E
\_/

Z,1] 1,1 1,7

Intuitively, this pVPA either pops the topmost symbol with probability 1/2, or it pushes
two times the symbol Z. Note that all return probabilities of the form [... /g for ¢ # 0
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are equal to zero. In [EKMO04] it was shown that the remaining return probabilities are the
component-wise least non-negative solution of the polynomial system:

1 1

wZlq] = 3 (17 Lq0] + 3 YA
a1 Zlq) = [¢2Zlq)] - [q0Z1q0]
©Z1q] = [90Zlq)] - [q0Z1q0]

@B3Zlq] = 1.

It follows that [goZJ)qo] must be the least non-negative solution of

[
[
[
[

[q0Z1q0] = % a0 Zlqo)® + %

which is [qoZ]q0] = \/‘?’271 ~ 0.618, the reciprocal of the golden ratio. A

The probabilities in Example 4.8 can still be expressed by radicals (square roots, cubic
roots, and so on) which allows for certain effective computations. However, in general, the
probabilities cannot even be expressed in this way. For example, consider a pVPA that
repeats the following steps until emptying its stack or getting stuck in a sink state: (i) It
pushes four symbols with probability %, or (ii) pops one symbol with probability %, or (iii)
gets stuck otherwise. The resulting return probability is the least x > 0 with x = %x5 + %,
which is an algebraic number not solvable by radicals [EY09, Theorem 3.2(1)].

Remark 4.9. The probabilities [¢Z]r] from Definition 4.7 were called termination proba-
bilities in previous work [BEKK13]. However, we believe that return probability is more
appropriate. When modeling procedural probabilistic programs as pVPA, [¢Z]r] is just the
probability to eventually return from local state ¢ of the current procedure to local state r
of the calling procedure (the return address is stored on the stack in Z). We believe that the
term termination probability is more adequate for referring to the quantity ZTGQ[C]OZOVL
where Zj is some initial stack symbol, i.e., the probability that some initial procedure
indentified by Zjy returns at all when started in local state q.

We now state the technical key lemma of this section, the characterization of the next
step probabilities P(V(*+D = ¢/ | V(") = ¢) as given in Table 2. The upcoming section is
devoted to proving that the entries in the table are correct.

Lemma 4.10. The conditional next-step probabilities in Table 2 are correct in the sense
that if P(V("+D) = o/ | V(W) = v) is defined for n € Ny and v,v' € QU QL, then it is equal
to the probability in the respective column v — v'.

4.2.3. Proof of Lemma 4.10. We first explain the trivial entries in Table 2. Further below,
we give a self-contained proof of the two non-trivial expressions in the left-most column of
Table 2. Throughout the whole proof we fix an (unlabed) pVPA A = (Q, qo, I, L, P), with
P = (Pal, Pt, Pret) the call, internal, and return transition functions, respectively. The
following items correspond to the trivial entries in Table 2 and are ordered column-by-column,
from left to right:

e The probability P(V" D) = | V(") = ¢) with ¢ € Qyet is never well-defined because it is
impossible that steps occur at non-bottom configurations with a return state.
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Table 2: Next-step probabilities of the step Markov chain. Pype for type € {call,int, ret} are
the probabilities of the pVPA’s call, internal, and return transitions, respectively.
The values [r'Z]r| and [¢1] are the return and diverge probabilities from Defini-

tion 4.7.
q—r ql —r gl —rl q—rl
1€ Qu (Z Pai(a: ' 2)[' 210 + 3 Pean(a, rZ)) S Parlgr 2t S P 220 0
.7z Z Z r'Z
q € Qint mPint(q r) 0 Pine(q,7) 0
[q,r] b b
q € Qret undef. 0 Peet(qLl,r) undef.

e The probability P(V*+Y =7 | V(") = ¢1) with ¢ € Qi is trivially zero because if ¢ is
internal then the next step after a bottom configuration ¢ is necessarily also a bottom
configuration.

e The probability P(V"+D = ¢ | V(") = ¢1) with ¢ € Qe is trivially zero because if ¢
is a return state at a bottom configuration then the next step occurs at the immediate
successor configuration which is a bottom configuration as well.

e The probability P(V™+) =1 | V() = 1) with ¢ € Qjnt is straightforward because gL
and 7L are both steps and the probability that the next state after gL is L is Pn(q, 7).

e The probability P(V*+D) = r1 | V() = ¢1) with q € Qet is simply Pret(¢L,7) for the
same reason as in the previous case (recall that a return state at a bottom-configuration
behaves exactly like an internal one).

e All the remaining probabilities in the rightmost column “¢ — r1” are trivially zero or
ill-defined because if a step occurs at non-bottom configuration, then the next step can
never occur at a bottom configuration.

We now focus on the following non-trivial cases. Let r € @ and n € Ny be arbitrary.
(1) If ¢ € Qjnt then,

[r1]

]P)(V(TH-U =7 | V(n) = q) = mpint(qar) :
(2) If ¢ € Qcan then,
B = V0 =g) = TS Paa ' 2)' 20 + Y Puanla, 1)
[\ 5% z

The other two non-trivial cases are easier variants of case (2), hence we omit them here
(see [WGK21, p. 30] for details). Next we provide some intuition about cases (1) and (2):

e For (1), suppose that the n-th step is at position ¢ of the run. Since the n-th step
occurs at an internal state ¢ € Qint, the n+1-st step must necessarily occur immediately
at position i+1. The factor Pyt(q,r)[rT] is proportional to the probability to take an
(internal) transition from ¢ to r and then diverge in r, which is necessary in order for the
next configuration to be a step. However, the values { Pnt(q,7)[r1] | 7 € Q } do not form
a probability distribution in general. Therefore we divide by the normalizing constant

[a1] = >_,eq Pint(q: m)[r1].
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e In (2), the two summands correspond to the following case distinction: Since the n-th step
occurs at the call state ¢ € Qcan, the n+1-st step either (i) occurs at the same stack height
as the current step n (which means that the current call has a matching return), or (ii)
the stack height at the next step n+1 is incremented by 1 compared to the stack height
at step n. In case (ii), the next step occurs immediately at the next position, which is
why the second summand is just the 1-step probability to go from ¢ to r. In case (i), the
symbols pushed by the outgoing transitions of ¢ must be eventually popped. For instance,
if we assume that ¢ takes a transition to an immediate successor r’ and pushes Z on the
stack, then the probability that the next step occurs at r is precisely the return probability

[r'Z|r] (see Definition 4.7). The factor % is needed for similar reasons as in (1).

We now give the formal proofs for (1) and (2). In the following, we often use equations
involving conditional probabilities such as P(A | B) = P(C' | D). These conditional
probabilities are not necessarily well-defined in all cases. Therefore, the meaning of our
equations is that they hold only if all probabilities involved are well-defined. We need some
definitions and (simple) lemmas first.

Definition 4.11. Let i € Ny and ¢ € Q. We introduce the following events:

e ¢@Qj is the set of all runs p € Runsa such that p(i) = ¢y with v # L, i.e., the runs whose
i-th configuration has state ¢ and stack unequal to L.

e Similarly, ¢ 1 @i denotes the set of all runs p € Runsa such that p(i) = ¢L, i.e., the runs
whose i-th configuration is a bottom configuration with state q.

e step@i denotes the set of all runs such that the i-th configuration is a step.

o We define sh@i = sh(p(i)) € Ny, i.e., the stack height of the i-th configuration. Strictly
speaking, sh@i is a random variable, not an event. Note that step@i is by definition
equivalent to Vj > i: sh@j > sh@j.

These events are all measurable. A
Lemma 4.12. For all i € Ny, and q € Q, the following identities hold:

P(step@i | q@i) = [q7] (4.3)

P(step@i | g L@7) = 1 (4.4)

Further, for q € Qint and r € Q,
P(r@(i+1) | q@i) = Pn(q,7) (4.5)
P(step@(i+1) A step@i | rQ(i+1) A Qi) = P(step@Q(i+1) | r@Q(i+1)) (4.6)
Proof. The first three equations follow immediately from the definitions. For (4.6) we have:
P(step@(i+1) A step@i | r@Q(i+1) A Q1)
= P(step@Q(i+1) | rQ(i+1) A ¢q@7)
= P(stepQ(i+1) | r@(i+1))
The first equation holds because if ¢ € Qjnt and ¢Qi, then step@(i+1) A step@i is already im-

plied by step@(i+1), and the second equation holds because the probability that step@(i+1)
depends only on the state at position ¢+1, not on the state at position 1. []

To prove equation for case (1) we argue as follows. By time-homogeneity (see (4.2)) and
the definition of V(") we have for all i,n € Ny, q € Qint and r € @ that

P(VOHD = | VM = ) = P(r@(i+1) A step@(i+1) | qQi A step@i) (4.7)
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Now:

PV = ¢ VW =)
= P(rQ(i+1) A stepQ(i+1) | gQi A step@Qi) (by (4.7))
P(r@(i4+1) A step@(i+1) A qQi A step@q) .
= . 1
P(qQi A step@i) (cond. probability)
P(rQ(i+1) A step@(i+1) A step@i | ¢Q3) - P(q@Q1) .
= . 1
P(stepQi | 40i) - P(q07) (cond. probability)
P(r@(i4+1) A step@(i+1) A step@i | q@Q3) L )
= lifi
P(stepQi | 407) (simplification)
P(stepQ(i+1) A step@i | rQ(i41) A q@i) - P(r@(i+1) | ¢@3) .
= . 1
P(stepQi | q0i) (cond. probability)
P(step@Q(i+1) | rQ(i41)) - P(r@(i+1) | ¢@i)
= 4.
P(step@Qi | qQi) (by (4.6))
[r1] - Pnt(g,7)

= = (by (4.3), (4.5))

This concludes the proof for case (1).
We now turn to case (2). For all i,n € Ny, ¢ € Qe and r € @, it holds that

P(VHD = | VW = ¢)
= P(3k > i: stepQk A rQk AV < j < k : 2stepQy | step@i A gQ3)
(by time homogeneity and definition of V(™)
= P(3k > i+1: stepQk A rQk AVi < j < k : 2stepQy | step@i A qQ@3)
+ P(rQ(i41) A step@(i+1) | gQi A step@i) (48)

The last equality results from a split in two disjoint events. For the second summand in
(4.8) it can be shown that

P(r@(i+1) A stepQ(i+1) | ¢qQi A step@i) = EH Z P.an(q,r2)
Z

by a similar derivation as in case (1) (the sum over all stack symbols Z is because ¢ € Qca,
so that there may be multiple —up to |I'_| | many— direct transitions from g to r).

We need a couple of lemmas before deriving an equation for the first summand in (4.8).
Lemma 4.13. For all ¢ € Qcan, v € Q, and © € Ny it holds that:

> Panlg, 7’ 2)FZir] = ) P(rQk AVi<j<k:shQj > sh@k = sh@i | q@i) (4.9)

r'.Z k>i+1
Moreoever, for all ¢ € Qcan, © € Ng, and k € Ny, we have:

P(step@k A Vi<j<k : —step@j A step@i | qQi) 110

= P(stepQk AVi<j<k : sh@Qj > sh@i = shQk | qQ1) (4.10)

and
P(Vi<j<k : shQj > sh@i = shQk | ¢Qi A rQFk A stepQk)

4.11
= P(Vi<j<k : sh@Qj > sh@i = shQk | ¢@Qi A rQk) (411)
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Proof. For (4.9), note that ). , Pean(q, 7' Z)[r'Z]r] is the probability to go from g (with
empty stack) to a successor state 1/, push Z € T" and then later reach r with empty stack
within finitely many steps. If we assume that ¢q@z¢, then this is the same as summing over
all positions k > i + 1 (we can exclude k = i + 1 because is not possible because to push
and pop Z within one transition) such that r@Qk and for all i < j < k the stack height is
greater than at position ¢ and k. Positions ¢ and k have the same stack height because in the
transition from ¢ the symbol Z is pushed, and k is the position directly after Z is popped.
In between those two transitions, the stack below Z cannot change, so the stack is the same
at both positions.
For (4.10) we argue as follows:

P(stepQk A Vi<j<k : —step@j A step@i | ¢@q)
= P(stepQk AVi<j<k : sh@Qj > sh@i = shQk A stepQi | qQi)
= P(stepQk AVi<j<k : sh@Qj>sh@i = shQk | ¢Qi)

The first equality holds because if no position between ¢ and k is a step, then the stack at
those positions must be higher than at position k. Furthermore, since i is a step, we have
sh@i < sh@Fk; and moreover, since i+1 is not a step and ¢ is a call state, we even have
sh@i = sh@k. The second equality holds because if ¢ and k£ have the same stack height and
all positions between them have a higher stack, then ¢ is a step if and only of k is a step.
Equation (4.11) is somewhat counter-intuitive because conditioning on step@k is like
“conditioning on the future”: The stack height after position k should never be smaller than
at position k. Knowing that step@k gives information about the (extended) state at position
k. However, in (4.11) we also condition on the fact that rQ%k, i.e., at position k, the run is
in step r and the topmost stack symbol is not L. Hence, in the context of (4.11), we can
drop step@k from the condition. ]

We conclude the proof of case (2) and thus of the whole Lemma 4.10 by deriving the
desired equation for the first summand in (4.8):

P(3k>i+1 : stepQk A rQk AVi<j<k : —stepQj | step@i A q@Q3)
P(3k>i+1 : step@Qk A rQk AVi<j<k : —stepQj A step@Qi | ¢Qi) - P(q@Q1)
P(step@i | Qi) - P(q@Q7)

(cond. probability twice)

_ P(3k>i+1: stepQk A rQk AVi<j<k : —step@j A step@i | qQi) (simplification)
N P(step@i | Q1) P
Z P(step@k A r@Qk AVi<j<k : —step@j A step@Qi | q@3)

] P(step@i | Q1)

B Z P(step@Qk A r@Qk AVi<j<k : sh@Qj > sh@Qi = shQk | qQi)
P(step@i | Qi)

(split disjoint events)

(by (4.10))
k>it1

= Z (P(step@k A rQk | Qi)
k>it1
P(Vi<j<k :sh@Qj > sh@i = shQk | ¢Qi A stepQk A rQk)
. P(step@i | Qi) )

(cond. probability)
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Figure 8: Left: Example pVPA A with the following return and diverge probabilities:
[cZlc| =1fs, [cZ)r] = V)12, [rZ)r] = 1/3, [rZ]c] = 2/3, and [c1] = 3/4, [T1] = 1/2,
[1] = 0. In general, these probabilities may be irrational numbers [EY09]. Right:
The step chain Ma according to Definition 4.14. The transition probabilities can
be computed using the return and diverge probabilities and Table 2.

P(Vi<j<k : sh@Qj > sh@i = shQk | ¢@Qi A rQk)
P(step@i | q@7)

= Z P(step@k A rQFk | qQ3) -
k>it+1
(by (4.11))

b .
- ¥ (stepQk | qQi ATQR) vy ik sh@j > sh@i = sh@k A 1@k | q@3)

P(step@i | ¢@Q1)

k>i+1
(rewriting)

= ] Z P(rQk AVi<j<k : sh@Qj > sh@i = shQk | ¢@Q3)
Ll et
(by (4.3) and noticing that P(step@k | Qi A rQk) = P(stepQk | rQk))

(1]

= [qT] ZPC3||(Q7T/Z)[T/Z\J/T] (by (49))
r'Z
This concludes the proof of Lemma 4.10. []

4.2.4. The step chain. Recall from (4.1) that the stochastic process VO yv@) . where
V(@) € QUQL is the extended state at the ith step, has the Markov property. Since QU QL
is a finite set, we can now use Lemma 4.10 to construct the underlying finite Markov chain
explicitly.

Definition 4.14 (The Step Chain Ma). Ma is the Markov chain with states

M = {qucaIIUQint | [Qﬂ>0} ) QJ_,

initial state gL, and for all v,v’ € M, the probability of transition v — ¢’ is defined
according to Table 2. A

Figure 8 depicts a non-trivial pVPA and its step chain. In this example, all return and
diverge probabilities are rational. In general, however, the return and diverge probabilities
(Definition 4.7) are algebraic numbers that are not always rational or even expressible by
radicals [EY09] (cf. Example 4.8). As a consequence, one cannot easily perform numerical
computations on the step chain. However, the probabilities can be encoded implicitly as
the unique solution of an existential theory of the reals (ETR) formula, i.e., an existentially
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quantified FO-formula over (R, +, -, <) [EKMO04]. Since the ETR is decidable in PSPACE,
many questions about the step chain are in PSPACE as well. We will make use of this in
Theorem 4.16 below.

The property of Ma that is most relevant to us is given by the following Lemma 4.15.
For p € Runsa, we let pll g, = VO (p) VM (p)... € (QUQL)¥ (note that this is a slightly
different “footprint” than the one introduced in Section 2.2).

Lemma 4.15 (Soundness of Ma). Let A be a pVPA with step chain Ma. Let M be the
states of the step chain and let R C M% be measurable. Then

PA({p € Runsa ’ pllSteps € R}) = PMA (R)

where Pa and Paq, are the probability measures associated with A and Ma, respectively.

Proof. The formal proof requires some basic notions from measure theory. In fact, Lemma 4.15

is actually an instance of the following more general statement:

(%) Let (X, A, ) and (Y, B,v) be probability spaces such that B = o(G), where G C 2V, i.e.,
B is the o-algebra generated by the sets in G. Assume furthermore that G is a w-system,
i.e., G is non-empty and closed under finite intersections. Let f: X — 'Y be such that
for allG € G, fYG) € A and p(f~1(G)) = v(G). Then f is a measurable function
and the pushforward measure V' = po f~1 coincides with v.

We now explain how to prove (x) using fundamental measure theory. The fact that f is
measurable follows because the inverse image f~! preserves set operations (see, e.g., [ADDOO,
below Definition 1.5.1]). For the claim that o/ = v it suffices to note that by assumption we
have for all G € G that /(G) = v(G), and since G is a 7-system, an application of the 7-\
theorem (see, e.g., [Pan09, Proposition 2.10]) implies that v/ = v.

We instantiate (x) as follows to prove Lemma 4.15: The probability spaces are the ones
associated with the measures Po and P4, . In particular, the o-algebra on which Py, is
defined is the one generated by the cylinder sets C = {w.M¥ | w € M*} C 2M” . 1t is easy
to see that G = C U {0} is a m-system, and o(C) = o(G). We define f: (Q xI'*|.1)¥ —
M, f(p) = pllsieps> 1-€., f projects a run from A to its footprint of steps (which is a run
in Ma). To apply (%) it remains to show that for all cylinder sets w.M“, w € M*, we
have that (i) f~!(w.M%) is measurable, and (ii) Pa(f ! (w.M¥)) = P, (w.M*). For (i)
notice that f~'(w.M%“) = /\LZ'O_I(V(” = w(i)) is indeed measurable because it is a finite
intersection of measurable events by Lemma 4.5; recall that V) denotes the (extended)
state at the ith step. (ii) is trivial in the case where |w| = 0, so we let |w| =n+1, n >0,
and exploit the properties of the step chain Ma. If w(0) # goL (the initial state of Ma)
then Pa(V®) = w(0)) = Pag, (w.M*) = 0. Otherwise w(0) = goL. In this case, if n = 0
(ie., [w| = 1), then PA(V®) = w(0)) = Py, (w.M*) = 1. Else, if n > 0 (jw| > 1), by the
Markov property from equation (4.1), we have

PA(V™ =w(n)A... AVO = w(0))

= PA(V™ =wn) | VO =whn—1)) - ... - PA(VD =w(1) | VO = w(0))
= Pw(n—-1),w(n)) - ... P(w(0),w(l)) (By Lemma 4.10)
= P, (w.MY)

where P is the transition probability function in the Markov chain M and the last equality
holds by definition of the probability measure Pxy, . []
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Table 3: The underlying graph of the step chain. The condition in each cell is true iff the
corresponding transition probability in Table 2 is non-zero.

= gl —r gl —rl g—rl
[r1] >0 A ( . L
g€ Qe (3. Z: Paan(q,”Z) > 0N [r'Z)r]) > 0) 3Z: Pan(q,r2) >0 ', Z: Pfall(q7 rZ)>0 oo
V 3Z: Pean(q,7Z) > 0) A[rt] >0 A Zir] >0
qE< Qint [Tﬂ >0 A —Pint(q, T‘) >0 false -Pint(q,'f’) >0 false
q € Qret false false Pec(gL.r) >0 fals

4.3. Main Result of Section 4. The following is the main result of Section 4:

Theorem 4.16. Let A be a pVPA and D be a stair-parity DVPA, both over the same
pushdown alphabet 3. Then for all 0 € [0,1] N Q, the following is decidable in PSPACE:

P({p € Runsa | A(p) € L(D)}) 22 6.

The rest of Section 4.3 is devoted to the proof of Theorem 4.16. We first provide a brief
overview. The first step is to construct the product A x D according to Definition 4.1. By
Lemma 4.2 we need to compute the stair-parity acceptance probability of A x D. Lemma 4.15
reduces this to computing a usual parity acceptance probability in the step chain Maxp.
This can be achieved through finding the bottom strongly connected components (BSCC) of
M axp, classifying them as good (the minimum priority of a BSCC state is even) or otherwise
as bad, and running a standard reachability analysis w.r.t. the good BSCCs (see Figure 9
for an example). The remaining technical difficulty is that the transition probabilities of
Maxp are not rational in general. We handle this using the fact that these probabilities
are expressible in the ETR [EKMO04].

We now present the formal proof. We use the following result about return probabilities
of pPDA, which is originally due to [EKMO04]:

Lemma 4.17 (as stated in [BEKK13, Theorem 2]). The return probabilities [pZlq| are
expressible in ETR. More specifically, there exists an FO-formula ® over (R, +,-, <) which
uses just existential quantifiers and free variables (pZ1q)p qcq,zer such that ® becomes a
true FO-sentence iff each free variable (pZlq) is substituted by the actual return probability
[pZ1q]. Moreover, ® can be effectively constructed in polynomial space.

Lemma 4.18. The next-step probabilities (i.e., the transition probabilities of the step chain)
i Table 2 are expressible in ETR.

Proof. With Lemma 4.17 it suffices to note that ETR expressible numbers are closed under
addition, multiplication and division. Let 2,y € R be expressed by ETR formulae ®(z) and
' (y), respectively. Then the formula ®”(z) := Jz,y: ®(x) A ®'(y) A z =  + y where z is
a fresh variable expresses the sum of x and y, and similar for multiplication. For division,
we have that ®”(2) := Jz,y: ®(x) A ®'(y) A z -y = x expresses x/y provided that y # 0 (if
y = 0 then ®” does not express a unique real number as it is then either unsatisfiable or
trivial). ]

We now describe our PSPACE algorithm to prove Theorem 4.16.
Step 1. We first construct the product pVPA A = A X D with priority function
Q' Q — Ny where Q are the states of A as in Definition 4.1. By Lemma 4.2 it suffices to
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compute the probability
P({m € Runsz | plsieps € Parityey }) (4.12)

that the footprint of a run in the product A satisfies the parity condition induced by €. A
can be constructed in polynomial time.

Step 2. We express (4.12) using the step chain Mz. Let M C Q U QL be the
states of the step chain Mz. Let Q": M — Ny be the extension of €’ to the states of
M via Q"(q) = Q" (qL) = Q(q) for all ¢ € Q. That is, Q" induces a parity acceptance
set Parityg, € M® which is w-regular and thus measurable. Let p € Runsz. Clearly,
Pl steps € Parityqy iff pllge,s € Paritygy. Thus by Lemma 4.15, (4.12) is equal to

P({m € Runsz | plgwps € Parityq }) = P(Parityq.)

where the right hand side is the probability that a run of the step chain Mz satisfies
the parity condition induced by 2”. We have thus reduced the problem of computing a
stair-parity acceptance probability in the product pPDA A to computing a standard parity
acceptance probability in the finite Markov chain M.

The rest of the proof uses standard techniques and is similar to the proof of [EKMO04,
Theorem 5.15]. The main technical difficulty is that the transition probabilities of Mz
cannot be written in an explicit numerical form since they are in general algebraic numbers.

Step 3. We construct the underlying graph G x of the step chain Mz, i.e., we determine
the set M of states and include a directed edge between states v,v’ € M iff the probability
of transition v — v’ is positive. Table 3 gives sufficient and necessary conditions for this in
all cases (Table 3 can be seen as the “qualitative” version of Table 2). The conditions in
Table 3 (as well as constructing the state space of Mz ) require checking if [¢1] > 0 for states
g € Q of A. The latter is equivalent to checking if ZreQ [¢Z]r] < 1, which is reducible to
ETR by Lemma 4.17 and hence decidable in PSPACE.

Step 4. We determine the bottom strongly connected components (BSCC) of G5 from
the previous step by a standard (efficient) graph analysis. We mark the BSCCs B C M such
that min,ep Q" (v) is even as “good”, the others as “bad”. It is well-known that in the finite
Markov chain My it holds that

P(p € Parityqn | p reaches a good BSCC) =1

due to the Long-Run Theorem of finite Markov chains: Each state of a BSCC is visited
infinitely often almost-surely, provided that this BSCC is reached at all. Moreover, if a run
p reaches a bad BSCC, than the probability to satisfy the parity condition is zero and thus

P(p € Parityq,) = P(p € Parityqy | p reaches a good BSCC) - P(p reaches a good BSCC)
= IP(p reaches a good BSCC)

Thus it only remains to compute the probability to reach a good BSCC in M.

Step 5. We use the previous step to classify the states M of the step chain M3 into
three categories: M_q contains all states from which no good BSCC is reachable in the graph
Gz, M=y contains all good BSCCs, and M- contains all other states. We recall that the
probabilities to reach M_; are the unique solution of the following linear equation system
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%3,{2,2)

Figure 9: Left: The product of the pVPA from Figure 8 (left) and the DVPA from Figure 4
on page 7. Right: Its step chain according to Definition 4.14. The dashed region is
the only BSCC. It violates the parity condition Q(sg) = 1 and (s1) = 2 inherited
from the DVPA (see Example 2.7 on page 8) since every run reaching the BSCC
visits csg infinitely often with probability 1. Only reachable states are depicted.
is a placeholder that stands for an arbitrary stack symbol.

(see, e.g., [BKO8, Ch. 10]):

Ty, =0 if v e M_y

AN xp,=1 ifve M_

A\ %ZZ}?%/ ifve M.
v

We can treat the vectors of probabilities p'and the variables Z in this equation system as
free variables of an ETR formula R(p, ). By Lemma 4.18, there is an ETR formula ®(p)
expressing p. The ETR formula

@ OF) A REE) A ay >0

is thus true iff the probability to reach a good BSCC from initial state vg € M is at
least 6. Truth of this formula can be decided in PSPACE, which concludes the proof of
Theorem 4.16. L]

4.4. Implications for Probabilistic One-counter Automata. A probabilistic visibly
one-counter automaton (pVOC) is the special case of a pVPA with unary stack alphabet,
ie., |I.1| = 1. For example, the pVPA in Figure 8 (left) is a pVOC. For many problems,
better complexity bounds are known for pVOC than for the general case. In particular,
[pT] >= 0, i.e., the question whether a pVOC started in state p never reaches counter value
(or stack height) zero with positive probability, can be decided in P [BEKK13, Theorem 4].
We can exploit this to improve Theorem 4.16 in the pVOC case:

Corollary 4.19. Let A be a pVOC and D be a stair-parity DVPA over pushdown alphabet
Y. The problem P({p € Runsa | A(p) € L(D)}) =2 1 is decidable in P.

Proof. The key observation is that, since we can efficiently decide [p1] >» 0, we can efficiently
(in polynomial time) construct the underlying graph Gaxp of the step chain of A x D (as
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in the proof of Theorem 4.16), and then apply polynomial-time graph analysis algorithms to
check if only good BSCCs are reachable in GaAxp. L]

Corollary 4.19 implies that there exist efficient algorithms for many properties of
pVOC-expressible random walks on Ny. In fact, almost-sure satisfaction of each fized visibly-
pushdown property can be decided in P. For instance, using the DVPA from Figure 4 we
can decide if a random walk is repeatedly bounded with probability 1.

5. MoDEL CHECKING AGAINST BUcHI VPA AND CARET

With Theorem 2.8 and theorem 4.16 it follows immediately that quantitative model checking
of pVPA against non-deterministic Biichi VPA is decidable in EXPSPACE. We can improve
the complexity in the qualitative case:

Theorem 5.1. Let A be a pVPA and A be a (non-deterministic) Biichi VPA over the same
pushdown alphabet. The problem P({p € Runsa | A(p) € L(A)}) =2 1 is EXPTIME-complete.

Proof. The lower bound is due to [EY05, Theorem 8] and already holds for non-pushdown
Biichi automata. We now describe an EXPTIME decision procedure:

e We first determinize A using Theorem 2.8 which is possible in time exponential in |A].
Let D be the resulting stair-parity DVPA and consider the product A x D (Definition 4.1).
Note that the product can be constructed in polynomial time in |D| and |A|, and thus in
exponential time in the overall size of the input.

e The crucial observation for the next step is that [¢1] = [(¢,s)1] for all states (g, s) of
A x D. This holds because by definition of the product, D merely observes the runs of A,
and thus the diverge probabilities of A x D and A are essentially the same. We compute
the set Diva = {q | [¢1] > 0} C @, where @ are the states of A, in exponential time
in |A| using a PSPACE decision procedure for the ETR [EKMO04]. Note that computing
Divaxp = {(q,s) | [(g,s)1] > 0} directly would take doubly-exponential time in |A[; the
proposed “optimization” is thus essential for obtaining the EXPTIME upper bound.

e We now determine the set of triples Retaxp = {(¢, Z,p) | [¢ZIp] > 0} in A x D. Unlike
the diverge probabilities, this set can be computed in polynomial time in the size of A x D
(hence exponential in the size of the input) because we may disregard the exact transition
probabilities and conduct a standard reachability analysis in a non-deterministic pushdown
automaton [ABE18], also see [BEKK13, p. 136].

e The next step is to construct the underlying graph Gaxp of the step chain Maxp, i.e.,
the directed graph that has the same vertices as Maxp and includes an edge (u,v) iff
the 1-step transition probability from u to v is positive in the Markov chain. This can be
done in polynomial time in |A x D| using the sets Diva and Retaxp defined above and
Table 3.

e The final step is, as in Theorem 4.16, to determine the BSCCs of GaAxp, classify them as
good or bad according to whether they satisfy the (standard) parity condition inherited
from D, and then check if there is a bad BSCC reachable from the initial state. All these
steps can be done in polynomial time in |A x D|. ]

In the above result, membership in EXPTIME relies on the fact that one can construct the
underlying graph of a step chain Maxp in time exponential in the size of A but polynomial in
the size of D. EXPTIME-hardness follows from [EY05, Theorem 8|. In fact, qualitative model
checking of pPDA against non-pushdown Biichi automata is also EXPTIME-complete [EY05].
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With Theorems 2.8 and 2.11 and theorems 4.16 and 5.1 we immediately obtain the following
complexity results for CaRet model checking;:

Theorem 5.2. The quantitative and qualitative probabilistic CaRet model checking problems
(Definition 3.5) are decidable in 2EXPSPACE and 2EXPTIME, respectively.

Both problems are known to be EXPTIME-hard [YEO5].

6. CONCLUSION

We have presented the first decidability result for model checking probabilistic pushdown
automata—an operational model of recursive discrete probabilistic programs—against CaRet,
or more generally, against the class of w-VPL. We heavily rely on the determinization
procedure from [LMS04, Theorem 1] and the notion of a step chain used in previous
works [EKMO04, KEMO06]. These two constructions turn out to be a natural match.

We conjecture that the upper bounds from Theorem 5.2 are not tight due to the
exponential blow up incurred by applying the VPA determinization from [LMS04, Theorem 1].
Future work is thus to investigate whether the doubly-exponential complexity can be lowered
to singly-exponential, e.g., by generalizing the automata-less algorithm from [YE05]. Another
open question is whether existing results [EY09, EKL10, SEY15] for approzimately computing
the probabilities [¢Z]r] can be used for approximate quantitative CaRet and w-VPL model
checking. We also plan to extend our recent work on certificates [WK23a, WK23b| to
temporal and other logical properties. Such certificates can be approximate as well.

Other future work includes exploring to what extent algorithms for probabilistic CTL
can be generalized to the branching-time variant of CaReT [GMN18], considering more
expressive logics such as visibly LTL [BS18] or OPTL [CMP20], and studying the interplay
of conditioning and recursion [SG12| through the lens of pPDA.

Acknowledgement. The authors thank Christof Loding for his pointer to stair-parity VPA,
and the anonymous reviewers for their useful suggestions and feedback. We also thank
Darion Haase for helpful discussions regarding the proof of Lemma 4.15.
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