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Abstract. We prove two completeness results for Kleene algebra with tests and a top
element, with respect to guarded string languages and binary relations. While the equational
theories of those two classes of models coincide over the signature of Kleene algebra, this
is no longer the case when we consider an additional constant “top” for the full element.
Indeed, the full relation satisfies more laws than the full language, and we show that those
additional laws can all be derived from a single additional axiom. We recover that the
two equational theories coincide if we slightly generalise the notion of relational model,
allowing sub-algebras of relations where top is a greatest element but not necessarily the
full relation.

We use models of closed languages and reductions in order to prove our completeness
results, which are relative to any axiomatisation of the algebra of regular events.

For one of our constructions, we extend the concept of finite monoid recognisability to
guarded-string languages; this device makes it possible to obtain a PSpace algorithm for
the equational theory of binary relations.

1. Introduction

The axiomatic treatment of regular expressions and languages was developed extensively
by Conway [Con71], after earlier work of Kleene [Kle56]. Conway asked a difficult question:
how to axiomatise the equations between regular expressions that hold under their standard
interpretation as formal languages? Redko had proved that every purely equational axioma-
tisation must be infinite [Red64]. Conway proposed such an infinite axiomatisation, which
Krob proved to be complete twenty years later—1991 [Kro91]. Conway had also proposed
finite quasi-equational axiomatisations, one of which Kozen proved to be complete also in
1991 [Koz91]—this axiomatisation is now commonly called Kleene algebra. By an additional
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remark of Boffa [Bof90], this latter completeness result can also be obtained as a consequence
of Krob’s completeness result. In the end, all finite quasi-equational axiomatisations proposed
by Conway, as well as a few other ones, are actually complete [Kro91, Bof95].

In symbols, writing JeK for the language of a regular expression e and KA ⊢ e = f when
the equation e = f is derivable in any of the aforementioned axiomatisations, we have that
for all regular expressions e, f ,

KA ⊢ e = f ⇐⇒ JeK = JfK

The above equivalence extends with two more clauses. When an equation is derivable, it
must hold in all models of the chosen axiomatisation. These include in particular language
models (LANG) and relational models (REL), for which we actually have an equivalence:
writing X |= e = f when the equation e = f holds in all members of a class of models X , we
actually have:

KA ⊢ e = f ⇐⇒ REL |= e = f ⇐⇒ LANG |= e = f ⇐⇒ JeK = JfK

Completeness w.r.t. LANG is immediate given the previous equivalence: the language
interpretation of a regular expression lies in LANG. This is less obvious for REL: completeness
comes from a nice trick due to Pratt showing that every member of LANG embeds into a
member of REL [Pra80, third page].

As an immediate consequence of the above equivalence, the equational theory of REL
(or LANG) is decidable—more precisely, PSpace-complete.

The above-mentioned results apply to the regular operations and constants: composition,
union, Kleene star, identity, emptiness. A natural question is whether they extend to other
operations or constants, such as intersection, converse, fullness. The case of converse was dealt
with by Ésik et al.: the equational theories of REL and LANG differ in the presence of converse
but both can be axiomatised [BÉS95, ÉB95], and they remain PSpace-complete [BP16].
The case of intersection (with or without converse or the various constants) is significantly
more difficult, and remains partly open, see [AMN11, BP15, Nak17, DP18]. In this paper
we focus on the addition of a constant ⊤, interpreted as the full language in LANG and as
the full relation in REL.

The usefulness of adding such a constant was demonstrated recently in the con-
text of Kleene algebras with tests (KAT) [KS96, CKS96, Koz97], to model incorrectness
logic [ZdAG22]. Indeed, while KAT alone makes it possible to model Hoare triples for
partial correctness [Koz00], the addition of a full element makes it possible to compare the
(co)domains of relations, and thus to encode incorrectness triples [O’H20, Section 5.3]. KAT
with a top element was also used earlier, as an intermediate structure to characterise a
semantics for abnormal termination [Mam17, Definition 12].

The theory of KAT was developed extensively by Kozen et al., and it is very similar to
that of Kleene algebra. For instance, the above equivalences extend to

KAT ⊢ e = f ⇐⇒ REL |= e = f ⇐⇒ GSL |= e = f ⇐⇒ [e] = [f ]

There, GSL is the generalisation of language models (LANG) to guarded string language
models, and [e] denotes the guarded string language interpretation of a regular expression
with tests e. Here also, we get decidability in PSpace, using an appropriate generalisation
of finite automata on words to finite automata on guarded strings [CKS96, Koz17].

Dealing with Kleene algebra with tests has important applications in program verification:
they make it possible to represent and reason about the big-step semantics of while programs,
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algebraically. This was used for instance to analyse compiler optimisations [KP00]. The
decidability result was also implemented in proof assistants such as Coq and Isabelle/HOL,
in order to automate some reasoning steps about binary relations and Hoare logic on while
programs [Pou13, KN12].

Like in [ZdAG22] the problem we consider in this paper is that of adding a constant ⊤.
As expected, one should consider an axiom expressing that ⊤ is a greatest element:

x ≤ ⊤ (T)

(Where x ≤ y is a shorthand for x + y = y.) Together with the Kleene algebra axioms,
axiom (T) yields a complete axiomatisation w.r.t. language models: we sketched a proof
for the case without tests in [PRW21, Example 3.4], which we make fully explicit here in
Section 3 (Theorem 3.6). This proof gives us as a byproduct that the equational theory of
Kleene algebras (with tests and) with a greatest element remains PSpace-complete.

Unfortunately, the previous axiom is not enough to deal with relational models. In fact,
in the presence of ⊤, the equational theories of LANG (or GSL) and REL differ. Indeed, there
are laws such as ⊤x⊤y⊤ = ⊤y⊤x⊤ [Pou18, page 13], or ⊤x⊤x = ⊤x [ZdAG22, page 14],
which are valid in REL, but not in LANG.

In the present paper, we show that it suffices to further add the following axiom in order
to obtain a complete axiomatisation for REL (Theorem 4.21):

x ≤ x · ⊤ · x (F)

This inequation is mentioned in [ZdAG22, page 14]; it holds in relational models, but not in

language ones. Thanks to (T), axiom (F) may be seen as a consequence of Ésik et al.’s axiom

x ≤ x · x◦ · x for dealing with converse (·◦) in relational models [ÉB95, BÉS95]. How to use
axiom (F) in an equational proof is not so intuitive: it does not give rise to a natural notion
of normal form, and it must often be used in conjunction with (T) in order to compensate
for the fact that it duplicates subterms. For instance here is how we can prove the first of
the aforementioned laws:

⊤x⊤y⊤ ≤ ⊤x⊤y⊤ ⊤ ⊤x⊤y⊤ (by (F))

≤ ⊤x⊤y⊤⊤⊤x⊤ (by (T))

≤ ⊤x⊤y⊤x⊤ (by (T))

≤ ⊤y⊤x⊤ (by (T))

(We wrote compositions by juxtaposition, skipped the associativity steps, and underlined the
subterms to be simplified by axiom (T)—the converse inequation is derived symmetrically.)
Our completeness proof actually goes via a factorisation property (Proposition 4.8) intuitively
asserting that one can always proceed in this way to reason about star-free expressions:
expand the expressions using (F) a number of times, then remove spurious subterms using (T).
Combining such a technique together with Kleene algebra reasoning for star is the second
challenge we address in the present work.

To get a grasp on the difficulties, the reader may try to find a proof of the following
valid law of REL, using KA and axiom (F):

(aaa)∗ ≤ (aaa)∗⊤(aa)∗ + (aa)∗a⊤(aaa)∗ (⋆)

(Note that there is an easy proof using KA and axiom (T), which however breaks with the
following variant: b(aaa)∗b ≤ b((aaa)∗b⊤b(aa)∗ + (aa)∗ab⊤b(aaa)∗)b.) We give a solution to
this exercise in Section 4.3.
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Finally, we show that the difference between the equational theories of language and
relational models can be blurred if we slightly generalise the notion of relational model,
allowing ⊤ to be any greatest relation rather than the full one1 (Corollary 5.2).

We prove our two main theorems using the concept of closed language model for
Kleene algebra with hypotheses [DKPP19], and the reduction technique made explicit
in [PRW21, KBS+20]2. Intuitively, we establish reductions from KAT with (T) and KAT
with (T, F) to plain KAT, so that we can deduce completeness and decidability of the former
theories from completeness and decidability of the latter one.

While the first reduction is relatively straightforward—this is a syntactical linear re-
duction, the second one is not. We exploit the aforementioned factorisation result (Proposi-
tion 4.8) and the theory of language recognition by finite monoids [Eil74, Sak09] in order
to show that regular languages are preserved by a certain closure operation, and that this
preservation property can be justified algebraically (Proposition 4.20). Doing so for Kleene
algebra with tests first requires us to extend such ideas to deal with guarded string languages
(Section 4.2.2). Moreover, in order to establish the correspondence between the closed
languages used there and relational models, we resort to a graph theoretical characterisation
of the equational theory of REL (Theorem 4.5, whose main ingredients date back to the works
of Freyd and Scedrov [FS90, page 208] and Andréka and Bredikhin [AB95, Theorem 1]).

Differences with the version in Proc. CONCUR’22. The three main differences
with [PW22] are the following: 1/ we deal with Kleene algebra with tests rather than plain
Kleene algebra; 2/ we use a technique based on finite monoids rather than on finite automata
to deal with axiom (F) in Section 4.2; 3/ we provide a PSpace algorithm for the equational
theory, a problem which we had left open.

For 1/ we need to move from word languages to guarded string languages. This change
is pervasive but the development scales smoothly without the need for major conceptual
changes. For instance, when it comes to the graph-theoretical characterisation (Theorem 4.5),
it suffices to add labels to graph vertices. In fact, once the definitions are properly extended,
the proofs remain almost unchanged.

Contribution 2/ is entirely new. It makes it possible to avoid the slightly cumbersome
automata construction we were using in [PW22, Section 4.2] (which would have been slightly
painful to extend to guarded string automata). It is this new construction based on monoids
which lead us to the PSpace algorithm we present in Section 4.4 (Contribution 3/). While
this idea is conceptually simple once we know the tools from monoid-based recognition of
regular languages, some care is required here since we deal with guarded string languages:
we have to develop the premises of a theory of monoid-based recognition of guarded string
languages. This is why we first explain the idea on plain regular languages (Section 4.2.1).

Our results readily apply to Kleene algebra with top but without tests (cf. Remark 2.1
below). Nevertheless the reader not interested in tests and guarded strings may find it easier
to read [PW22] except for its section 4.2, and then jump to Sections 4.2.1, 4.3 and 4.4 from
the present paper.

1Considering subalgebras where only certain relations are kept, since otherwise the only greatest relation
is the full one.

2Such a technique is somehow implicit in Kozen and Smith’s completeness proof for KAT [KS96] and Ésik

et al.’s completeness proof for Kleene algebra with converse [BÉS95, ÉB95].
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Outline. We setup and recall basic notation for regular expressions, formal languages
and universal algebra in Section 2. Then we deal with guarded string language models in
Section 3, and relational models in Section 4. While the language case was already sketched
in [PRW21, Example 3.4] (without tests), we find it useful to treat it explicitly here, before
dealing with the more involved case of relations: it illustrates the reduction method in a
simpler setting, and we build on the reduction for languages to establish the reduction for
relations. We finally prove completeness with respect to generalised relational models in
Section 5.

2. Preliminaries

Given a set X, we write X∗ for the set of words over X: finite sequences of elements of X.
We let u, v range over words, we write ϵ for the empty word, uv for the concatenation of
two words u, v, and ui for the concatenation of i copies of a word u. We let e, f range over
regular expressions over X, generated by the following grammar:

e, f ::= e+ f | e · f | e∗ | 0 | 1 | x ∈ X

We sometimes omit the dots in regular expressions, writing, e.g., ab∗ for a · b∗. A language
is a set of words. As usual, we associate a language JeK to every regular expression e, the
language of e.

We fix a finite set Σ of letters, ranged over using a, b, and a finite set At of atoms, ranged
over using α, β, γ. We write Σ⊤ for the set Σ extended with a new element ⊤ called top.

We call expressions the regular expressions over Σ⊤⊎At. We call plain regular expressions
the regular expressions over Σ. We shall sometimes see words over Σ⊤ ⊎ At as expressions.
E.g., the word αaβ⊤γ can be seen as the expression α · a · β · ⊤ · γ.

We consider signatures S ≜ {+2, ·2, ·∗1, 00, 10} ∪ {α0 | α ∈ At} and S⊤ ≜ S ∪ {⊤0}. In
those signatures, there is a constant symbol for every atom α ∈ At.

Expressions form the free S⊤-algebra over Σ. Given an S⊤-algebra A and a valuation
σ : Σ → A, we write σ̂ for the unique homomorphism extending σ to expressions. Note that
σ̂(⊤) = ⊤A and σ̂(α) = αA by definition: top and atoms are constants, not variables.

Given a class X of S⊤-algebras and two expressions e, f , we write X |= e = f if for all
members A of X and all valuations σ : Σ → A, we have σ̂(e) = σ̂(f).

An equation is a pair of expressions e, f , written e = f . We write e ≤ f , an inequation,
as a shorthand for the equation e + f = f . An axiomatisation is a set of equations (or
implications between equations). Given such a set E , we write E ⊢ e = f when the equation
e = f is derivable from E using the rules of equational reasoning (where letters from Σ
appearing in the equations of E can be substituted by arbitrary terms).

We let KA stand for any axiomatisation over plain regular expressions which is sound
and complete w.r.t. the regular language interpretation, i.e., such that for all plain regular
expressions e, f , we have3

KA ⊢ e = f ⇐⇒ JeK = JfK
As explained in the introduction, valid candidates for KA include Conway’s infinite but
purely equational axiomatisation [Con71, page 116] (proved complete by Krob [Kro91]),

3Actually, we require slightly more if the axiomatisation contains implications: those implications should
be valid in the models of languages and binary relations.
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Kozen’s Kleene algebras [Koz91], left-handed Kleene algebras [KS12, DDP18], and Boffa’s
algebras [Bof95].

Also note that the above requirement is equivalent to the following one, since L ⊆ K iff
L ∪K = K for all languages L,K:

KA ⊢ e ≤ f ⇐⇒ JeK ⊆ JfK

Let KAT, Kleene algebra with tests, be the union of KA and the following equations:∑
α∈At

α = 1 α · β = 0 (∀α ̸= β) (A)

Note that we can deduce KAT ⊢ α ·α = α for all atoms α, by neutrality of 1 and distributivity.
A guarded string (over an alphabet X) is a word over X ⊎ At starting with an atom,

alternating between atoms and elements in X, and ending with an atom. The length of a
guarded string is the number of X-elements in it. For instance, α, αxβ, αxβyγ are guarded
strings of respective lengths 0, 1, and 2, when x, y ∈ X. We write GSX for the set of guarded
strings over X, which is in bijection with (At×X)∗ × At.

The coalesced product is a partial binary operation on guarded strings: if u = u′α and
v = βv′ are two guarded strings, then their coalesced product u ⋄ v is defined if α = β, in
which case u ⋄ v ≜ u′αv′.

A guarded string language is a set of guarded strings. The guarded string language of an
expression e is defined as

[e] ≜ gsJeK

where gs is the following function from languages over Σ⊤ ⊎ At to guarded string languages
over Σ⊤:

gs : P((Σ⊤ ⊎ At)∗) → P(GSΣ⊤)

L 7→
{
α0a0 . . . an−1αn | ∃i0, . . . , in ∈ N, αi0

0 a0 . . . an−1α
in
n ∈ L

}
For instance, if At consists of three distinct atoms α, β, γ, then

[(αaβ + βbγ)∗] = {α, β, γ, αaβ, βbγ, αaβbγ}

In the absence of top, KAT is sound and complete w.r.t. the guarded string language
interpretation: for all expressions without top, we have

KAT ⊢ e = f ⇐⇒ [e] = [f ] (†)
KAT ⊢ e ≤ f ⇐⇒ [e] ⊆ [f ] (‡)

(This is essentially [KS96, Theorem 8], even though we work with an abstract version of KAT
here, cf Remark 2.2 below.) For expressions without top, it is also known that KAT is sound
and complete with respect to both relational and guarded string language models [KS96,
Theorem 7], which we define in the following sections. The point of this work is to deal with
the constant top.

Remark 2.1. By choosing a singleton set {∗} for At, we recover the case of plain Kleene
algebra with top we covered in [PW22]. Indeed, in that case, the first axioms in (A) reads
as ∗ = 1 so that atoms become redundant in the syntax of expressions, guarded strings over
X are in one-to-one correspondence with words over X, and accordingly, guarded string
languages are just standard word languages.
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Remark 2.2. In the literature, KAT is usually presented as a two-sorted system: one sort
for programs forming a Kleene algebra, and one sort for tests forming a Boolean algebra
which embeds as a lattice into the former sort. Given a finite set T of test variables, every
element of the free Boolean algebra over T can be represented as a disjunction of atoms
in At ≜ 2T . This idea makes it possible to normalise standard KAT expressions in such a
way that all tests are atoms, giving rise to the syntax and axioms we use in the present
paper. This idea is already there in the completeness proof of KAT [KS96]; axioms (A)
appear explicitly in works about NetKAT [AFG+14, Figure 6]; we gave a formal reduction
between the two presentations in [PRW21, Section 4.2]. We prefer this setup because it is
single-sorted and slightly more abstract (e.g., we could imagine models where the set of
atoms is not of the form 2T .) Note that when there are no tests in standard KAT (i.e.,

T = ∅), we fall back into the special case discussed in Remark 2.1: 2∅ is a singleton.

3. Guarded string language models

Let X be an alphabet and let L,K range over guarded string languages on the alphabet X.
These form an S⊤-algebra with the operations defined as follows:

L+K ≜ L ∪K 0 ≜ ∅ ⊤ ≜ GSX

L ·K ≜ {u ⋄ v | u ∈ L ∧ v ∈ K} 1 ≜ {α | α ∈ At} α ≜ {α}

L∗ ≜
⋃
n∈N

Ln L0 ≜ 1 Li+1 ≜ L · Li

(That is, + is set-theoretic union, 0 and ⊤ are the empty and full languages, respectively,
· is guarded string language concatenation, via coalesced product, 1 contains all guarded
strings consisting of a single atom, and ·∗ is obtained via iteration.) We write GSL for the
class of all S⊤-algebras of the above shape.

Fact 3.1. The guarded string language interpretation of expressions, [·] = gsJ·K, is the
unique S-algebra homomorphism satisfying [a] = {αaβ | α, β ∈ At} for all a ∈ Σ⊤. This is
not an S⊤-algebra homomorphism, since [⊤] = {α⊤β | α, β ∈ At} ⊊ GSΣ⊤ = ⊤.

Let KATT , KAT with a top element, denote the union of the axioms from KAT and
axiom (T). We prove in this section that KATT is sound and complete for GSL. Following
the strategy from [DKPP19, PRW21], the first step consists of defining the closure operation
below, according to the axiom (T) we add to KAT:

Definition 3.2 (Language closure CT ). Given two guarded strings u, v over Σ⊤, we write
u ⇝T v if u = l ⋄w ⋄ r and v = l⊤r for some guarded strings l, w, r. Given a guarded string
language L over Σ⊤, we call T -closure of L the following guarded string language

CT (L) ≜ {u | u ⇝∗T v for some v ∈ L}

CT is indeed a closure operator, and CT (L) may alternatively be described as the set
of guarded strings obtained by replacing occurrences of ⊤ in a guarded string of L with
arbitrary guarded strings (over Σ⊤).

For instance, we have αaα⊤β ⇝T αaαbγcβ (by choosing w = αbγcβ), and α⊤α⇝T α
(by choosing w = α). Also observe that in a guarded string with shape uα⊤βv, we cannot
replace ⊤ with a guarded string of length zero unless α = β.
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Lemma 3.3. CT is an S⊤-algebra homomorphism.

Proof. The only interesting case is that of composition, which amounts to showing that for
all guarded strings u, v, w,

u ⇝T v ⋄ w iff there are v′, w′ s.t. u = v′ ⋄ w′ and

{
either v′ ⇝T v and w′ = w,

or v′ = v and w′ ⇝T w

This follows from the fact that our rewriting relation ⇝T replaces single letters.

Definition 3.4 (Expression closure r). Let r be the unique S-algebra homomorphism on
expressions such that r(a) = a for all letters a ∈ Σ, and r(⊤) = Σ∗

⊤ (where Σ∗
⊤ is an

expression for the full guarded string language GSΣ⊤—e.g., (a+ b+ · · ·+⊤)∗).

Proposition 3.5. For all expressions e, we have

(i) [r(e)] = CT [e], and
(ii) KATT ⊢ e = r(e).

Proof.

(i) [r(·)] and CT [·] are S-algebra homomorphisms, and they agree on Σ⊤.
(ii) We proceed by induction on e; the only interesting case is when e = ⊤, for which

we have KATT ⊢ r(⊤) ≤ ⊤ by axiom (T), and KATT ⊢ ⊤ ≤ r(⊤) by completeness of
KAT (‡), since [⊤] ⊆ GSΣ⊤ = [r(⊤)].

Theorem 3.6. For all expressions e, f , we have

GSL |= e = f ⇐⇒ CT [e] = CT [f ] ⇐⇒ KATT ⊢ e = f

Proof. We have

GSL |= e = f

⇒ CT [e] = CT [f ] (CT [·] is an interpetation into a member of GSL, by Lemma 3.3)

⇔ [r(e)] = [r(f)] (Proposition 3.5(i))

⇔ KAT ⊢ r(e) = r(f) (completeness of KAT (†))
⇒ KATT ⊢ e = f (transitivity and Proposition 3.5(ii))

⇒ GSL |= e = f (soundness of KATT axioms w.r.t. GSL)

(In the last step, soundness w.r.t. GSL comes from our assumption about KA, and a trivial
verification for axioms (A) and (T).)

The first equivalence in the statement of the above theorem could be obtained in a
more direct way, without resorting to completeness of some axiomatisation. Moreover the
right-to-left implication of the second equivalence is an instance of a general property of
closed language models [DKPP19, Theorem 2]—duly generalised to the guarded string case.
The reduction r is used only for the left-to-right implication of this second equivalence.

According to the above proof, we could complete the statement with “. . . ⇐⇒ [r(e)] =
[r(f)]”. Doing so gives us a PSpace algorithm: compute the expressions r(e) and r(f), and
compare them for guarded string language equivalence [CKS96].

Remark 3.7. Note that it is crucial that r(⊤) be defined as an expression Σ∗
⊤ for the full

guarded string language over Σ⊤ rather than over Σ alone. Otherwise, we would equate
Σ∗ and ⊤, while those are different in GSL (e.g., for a counterexample when Σ = {a, b},
interpret both a and b as the empty language on some non-empty alphabet).
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4. Relational models

Given a set X, a relation on X is a set of pairs of elements from X. We let R,S range over
such relations, whose set is written P (X×X), and we write x R y for ⟨x, y⟩ ∈ R. Given
a function p : X → At, relations on X form an S⊤-algebra with the operations defined as
follows:

R+ S ≜ R ∪ S

R · S ≜ {⟨x, z⟩ | ∃y ∈ X, x R y ∧ y S z}
R∗ ≜ {⟨x0, xn⟩ | ∃n ∈ N, x1, . . . , xn−1, ∀i < n, xi R xi+1}
0 ≜ ∅
1 ≜ {⟨x, x⟩ | x ∈ X}
⊤ ≜ X ×X

α ≜ {⟨x, x⟩ | p(x) = α}

In words, + is set-theoretic union, · is relational composition, ·∗ is reflexive transitive closure,
0, 1 and ⊤ are the empty, identity and full relations, respectively. The function p is only
used to define the constants α. The idea is that p describes a partition of X, using atoms to
name the equivalence classes. The relation α consists of the sub-identity relation selecting
precisely the elements whose equivalence class is named α.

We write REL for the class of all S⊤-algebras of the above shape.

Remark 4.1. Note that this definition covers the standard way of interpreting Kleene
algebra with tests expressions into relations on a set X. Recall Remark 2.2. If we start
from a set T of test variables, then an interpretation v : T → P(X) of test variables into

predicates is the same as a function p : X → At as above when setting At ≜ 2T . Furthermore,
the standard interpretation under v of an atom α (seen as conjunction of literals in T )
coincides with the one given in the above definition.

In particular, while we set atoms as constants in our signatures, the ability to let p vary
in members of REL gives them back their original status of variables.

Let KATF , KAT with a full element, denote the union of the axioms from KATT and
axiom (F). Let us emphasise that despite the abbreviation, KATF extends KATT and thus
contains axiom (T). We prove in this section that KATF is sound and complete for REL.
The proof consists of two parts. First we characterise the equational theory of REL in terms
of closed guarded string languages (Section 4.1, Proposition 4.9), then we use reductions to
show completeness of KATF w.r.t. this closed language interpretation and obtain our main
result (Section 4.2, Theorem 4.21).

4.1. Characterisation via closed guarded string languages. From now on, all guarded
strings and associated languages are over Σ⊤. We start by extending the previous closure
function (Definition 3.2), in order to take into account the new axiom (F):

Definition 4.2 (Language closure CF ). Given two guarded strings u, v, we write u ⇝F v
if either u ⇝T v, or u is obtained by replacing a subword of the shape w⊤w in v, with w
(for some guarded string w). Given a guarded string language L, we call F -closure of L the
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guarded string language

CF (L) ≜ {u | u ⇝∗F v for some v ∈ L}

CF is a closure operator, but unlike CT in the previous section, CF is not a homomor-
phism. For instance, CF ({αaα} · {α⊤αaα}) contains αaα while CF ({αaα}) ·CF ({α⊤αaα})
does not. Moreover, an elementary description of CF requires more work than for CT in the
previous section.

Let E be the following function on guarded string languages

E(L) ≜ {w | ∃n, (w⊤)nw ∈ L}

We shall prove that CF = E ◦ CT , and that CF can be characterised in terms of certain
graph homomorphisms (Proposition 4.8 below).

Definition 4.3 (Graph, graph homomorphism). A graph is a tuple ⟨V,E, l, ι, o⟩, where V
is a set of vertices, E ⊆ V × Σ× V is a set of labelled edges, l : V → At is a node-labelling
function, and ι, o ∈ V are two distinguished vertices, respectively called input and output.

A graph homomorphism from the graph G to the graph H is a function from vertices
of G to vertices of H that preserves node-labelling, labelled edges, input, and output. We
write H ◁G when there exists a homomorphism from G to H.

The relation ◁ on graphs is a preorder. We depict graphs as usual, using an unlabelled
ingoing (resp. outgoing) arrow to indicate the input (resp. output); we use dotted red arrows
to depict graph homomorphisms. For instance, we depict two finite connected graphs below,
and a homomorphism between them:

α

β

γ
α

a
a

b

c

α

β

γ

a b

c

Definition 4.4 (Graph of a guarded string). We associate to each guarded string u the
graph g(u) defined as follows:

• the vertices are the natural numbers smaller or equal to the length n of u;
• the ith vertex is labelled with the ith atom occurring in u;
• for a ∈ Σ there is an a-labelled edge from i to i+ 1 if the i-th letter of u is a;
• the input is 0 and the output is n.

Graphs of guarded strings are rather simple: graphs as depicted above do not arise as
graphs of guarded strings. For guarded strings not containing ⊤, they are just directed
paths from the input to the output. For guarded strings containing ⊤, they are collections of
(possibly empty) directed paths where the input is the starting-point of some path and the
output is the end-point of some path. For example, the graphs of αaβbγ and αdβ⊤αeβ⊤γ
are depicted below:

α β γa b α β α β γd e
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Nevertheless, homomorphisms between graphs of guarded strings may be non-trivial. E.g.,
we have g(αaβbγ)◁ g(αaβ⊤αaβbγ⊤βbγ) and g(γ⊤αaα⊤βbβ⊤γ)◁ g(γ⊤βbβ⊤αaα⊤γ), as
witnessed below:

α β α β γ β γa a b b

α β γa b

γ β β α α γb a

γ α α β β γa b

In the sequel, we shall represent homomorphisms between graphs of guarded strings in a
slightly more compact way, starting directly from the natural writing of the guarded strings,
and using horizontal lines and shaded parallelograms to emphasise distinguished subwords
and mappings between them. For instance, the above homomorphisms can be generalised
to g(u ⋄ v)◁ g(u⊤u ⋄ v⊤v) and g(α⊤u⊤v⊤β)◁ g(α⊤v⊤u⊤β) for arbitrary guarded strings
u, v and atoms α, β, which we can represent as follows:

⊤ ⊤u u v v

u v

⊤ ⊤ ⊤α βv u

⊤ ⊤ ⊤α βu v

Our main interest in graphs and homomorphisms comes from the following characterisation of
the equational theory of REL. Without atoms, this characterisation appeared first in [BP15,
Theorem 6], for the syntax of Kleene allegories. Its (trivial) extension to Kleene allegories
with top then appeared in [Pou18, Theorem 16].

Theorem 4.5. For all expressions e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v)

Proof. Cf. above references. That we need the theorem only in a small fragment here
(without intersection and converse) does not seem to enable substantial simplifications. In
particular, we still need to consider arbitrary graphs, and a variant of [AB95, Lemma 3]
with top. That we deal with guarded string languages does not bring any difficulty, once we
have the idea to label the graph vertices by atoms. We give a proof in Appendix A for the
sake of completeness.

Remark 4.6. For guarded strings u, v without top, we have g(u)◁ g(v) iff u = v. Therefore,
for expressions e, f without top (whose languages only contain guarded strings without top),
the above theorem reduces to REL |= e ≤ f ⇐⇒ [e] ⊆ [f ], a standard variant of one of the
equivalences recalled in the introduction [KS96, Theorem 6].

Thanks to Theorem 4.5, it suffices to relate homomorphisms between graphs of guarded
strings to the notion of CF -closure. We do so in the following lemma.

Lemma 4.7. For all guarded strings u, v, the following are equivalent:

(i) u ⇝∗F v,
(ii) g(u)◁ g(v),
(iii) u ∈ E(CT {v}).

Proof. We show (i) ⇒ (ii) ⇒ (iii) ⇒ (i). For the first implication, since ◁ is a preorder, it
suffices to show that u ⇝F v entails g(u)◁ g(v). There are two cases to consider.
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• either the rewriting rule associated to axiom (T) was used, i.e., u = l ⋄ w ⋄ r and v = l⊤r
for some guarded strings l, w, r. In that case we have the following homomorphism from
the graph of v to the graph of u:

⊤l r

l w r

• or the rewriting rule associated to axiom (F) was used, i.e., u = lwr and v = lw⊤wr for
some words l, r and guarded string w. In that case we have the following homomorphism
from the graph of v to the graph of u:

⊤l w w r

l w r

For the second implication, assume g(u)◁ g(v). Let n be the number of occurrences of ⊤ in
v, and let v0, . . . , vn be the top-free guarded strings such that v = v0⊤v1⊤ · · ·⊤vn. Since
they are top-free, those subwords must be mapped to subwords of u. For instance, when
n = 3, the homomorphism may look as follows:

⊤ ⊤ ⊤v0 v1 v2 v3

u

For all 0 ≤ i ≤ n, let li, ri be the words such that u = liviri. We have that l0 and rn must
be the empty word since inputs and outputs must be preserved by homomorphisms. We
have (u⊤)nu ⇝nT v: we can obtain (u⊤)nu from v by replacing the ith occurrence of ⊤ in v
with the word ri−1⊤li, for 0 < i ≤ n. This suffices to conclude that u ∈ E(CT {v}): we have
proven (ii) ⇒ (iii). As an example, when n = 3, the situation may be depicted as follows:

⊤ ⊤ ⊤v0 v1 v2 v3

r0 ⊤ l1 r1 ⊤ l2 r2 ⊤ l3v0 v1 v2 v3

v

⊤ ⊤ ⊤u u u u

u

For the last implication, assume that u ∈ E(CT {v}). There exists n such that (u⊤)nu ⇝∗T v,
and thus in particular (u⊤)nu ⇝∗F v. Finally observe that u ⇝nF (u⊤)nu using n rewriting
steps using (F), so that we can conclude by transitivity: u ⇝nF (u⊤)nu ⇝∗F v.

The above lemma has two important immediate consequences. First we have the
announced factorisation of the closure CF , and second, combined with Theorem 4.5, we
obtain a characterisation of the equational theory of REL in terms of closed languages:

Proposition 4.8. We have CF = E ◦ CT .

Proposition 4.9. For all expressions e, f , we have:

REL |= e = f ⇐⇒ CF [e] = CF [f ]
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Proof. For all e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v) (by Theorem 4.5)

⇐⇒ [e] ⊆ CF [f ] (by Lemma 4.7)

The initial statement follows by antisymmetry and the fact that CF is a closure (so that for
all languages L,K, L ⊆ CF (K) iff CF (L) ⊆ CF (K)).

4.2. Completeness w.r.t. closed guarded string languages. It remains to show that
KATF is complete w.r.t. the previous closed language interpretation (CF [·]). We use reduc-
tions in order to do so: we find a counterpart to the function r from Section 3 (Definition 3.4),
for the F -closure rather than the T -closure. By Proposition 4.8, and since we already have
the function r for T -closure, it actually suffices to find a function s that corresponds to the
function E, i.e., such that for all expressions e, s(e) is an expression whose language is E[e]
and such that KATF ⊢ e = s(e).

4.2.1. Interlude: monoids and the square root of a language. Before defining the aforemen-
tioned reduction s for E, let us consider an exercise about plain regular languages. Define
the square root of a language L as follows:

√
L ≜

{
w | w2 ∈ L

}
How to prove that this operation preserves regularity (i.e., if L is regular, then so is√
L)? This is not obvious with automata-based techniques, but there is a simple and

elegant solution using the characterisation of regular languages as those recognised by finite
monoids [Eil74, Sak09].

Let us recall the corresponding definitions. A monoid is a tuple ⟨M, ·, 1⟩ where M is
a set and · is an associative binary operation on M with 1 as neutral element; it is finite
when M is so. Words on Σ form a monoid, in fact the free monoid over Σ. A language L is
recognised by a finite monoid M if there exists a homomorphism h from words to M and a
subset P of M such that L = h−1(P ) (i.e., for all words w, w ∈ L iff h(w) ∈ P ).

Proposition 4.10. A language is regular iff it is recognised by a finite monoid.

This result is entirely standard; we recall a proof below which will be helpful later to
understand our construction on guarded string languages, and its complexity.

Proof.

• Given a finite non-deterministic automaton for a language L, the binary relations on its
state-space form a finite monoid. Consider the unique homomorphism h mapping a letter
to its transition relation; this homomorphism maps a word u to the relation containing all
pairs of states that can be related by a u-labelled path in the automaton. Let P consist
of all relations containing at least one pair of an initial state and a final state. We have
L = h−1(P ) by construction.

• Given a finite monoid ⟨M, ·, 1⟩, a homomorphism h and a subset P such that L = h−1(P ),
we construct a finite deterministic automaton for L as follows: states are elements of the
monoid; the initial state is the neutral element 1; the transition function maps a state x
and a letter a to the state x · h(a); accepting states are the elements of P .

Let us also recall the following basic property:
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Lemma 4.11. Let x, y be elements of a monoid and let h be a homomorphism from words
to that monoid. We have the following language inclusion:

h−1(x) · h−1(y) ⊆ h−1(x · y)

Proof. A word in the left-hand side has shape uv for some words u, v such that h(u) = x
and h(v) = y. We then check that h(uv) = h(u) · h(v) = x · y, as required.

To solve the exercise, let us generalise the previous square root function to subsets of
arbitrary monoids. Given a subset P of a monoid, let

√
P be the following subset:

√
P ≜

{
x | x2 ∈ P

}
Proposition 4.12. If L = h−1(P ), then

√
L = h−1(

√
P )

Proof. For all words w, we have

w ∈
√
L ⇐⇒ w2 ∈ L

⇐⇒ h(w2) ∈ P

⇐⇒ h(w)2 ∈ P (h is a homomorphism)

⇐⇒ h(w) ∈
√
P

⇐⇒ w ∈ h−1(
√
P )

Thus, if L is regular, so is
√
L: we have solved our exercise. In particular, we can obtain

a square root function on regular expressions such that J
√
eK =

√
JeK for all e.

Adapting the above idea, we will obtain a function s such that [s(e)] = E[e] for all
expressions e. This does not explain how to show KATF ⊢ s(e) ≤ e, however. We first show
how to do so with our square root example. There, the counterpart to axiom (F) is the
inequation x ≤ x2 (S). Accordingly, let KAS denote the union of KA and (S).

Proposition 4.13. For all regular expressions e, we have KAS ⊢
√
e ≤ e.

Proof. Since JeK is regular, we have JeK = h−1(P ) =
⋃

p∈P h−1(p) for some homomorphism
h and subset P of a finite monoid. For all elements x in that monoid, let ex be a regular
expression for the language h−1(x) (this language being regular by Proposition 4.10).

The previous language equation can be rewritten as JeK = J
∑

p∈P epK. Similarly, we

have J
√
eK =

√
JeK = J

∑
p∈

√
P epK = J

∑
p2∈P epK. By completeness of KA and then using

axiom (S), we deduce

KAS ⊢
√
e =

∑
p2∈P

ep ≤
∑
p2∈P

e2p

Therefore, to prove the announced statement, it suffices to show that KAS ⊢ e2p ≤ e whenever

p2 ∈ P . This follows by completeness of KA, since we have

Je2pK = JepK2 = h−1(p)2 ⊆ h−1(p2) = Jep2K ⊆ JeK

(Where we use Lemma 4.11 for the first inclusion, and p2 ∈ P for the second one.)
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4.2.2. Monoids for guarded string languages. On regular expressions with top but without
atoms, one can easily adapt the previous idea to obtain a reduction for E. Indeed, if
L = h−1(P ), then E(L) = h−1(P ′) for P ′ defined as follows:

P ′ = {x | ∃n, (x · h(⊤))n · x ∈ P}

(Note that P ′ can be computed when the monoid is finite: there are only finitely many
powers of x · h(⊤).) This approach gives a simpler alternative to the automata construction
we defined in [PW22, Section 4.2].

However, to deal with full expressions and guarded string languages, we first need to
extend the theory of recognition by finite monoids to such languages.

To do so, we rely on the presentation of guarded strings as elements of (At×Σ⊤)
∗ × At.

A word over At × Σ⊤ can be seen as a word over Σ⊤ ⊎ At (e.g., (α, a)(β, b) = αaβb), and
when u is such a word and α is an atom, uα is a guarded string. All guarded strings can be
decomposed in this way (uniquely).

Every regular expression e over At× Σ⊤ can be seen as an expression e by replacing
each letter (α, a) by the expression α · a. We call clean the expressions of the form e. The
languages of such expressions are almost guarded string languages: their words only miss
the final atom.

Fact 4.14. For all clean expressions e and atoms α, we have [e · α] = JeK · {α}.

Definition 4.15. A recogniser is a tuple ⟨M,h, P ⟩ where M is a monoid, h is a homomor-
phism from (At×Σ⊤)

∗ to M , and P is a subset of M × At; it is finite when M is so. Given
such a recogniser, we define the following guarded string language:

h−1(P ) ≜ {uα | P (h(u), α)}

We also keep the notation from Section 4.2.1: when x is an element of the monoid,
h−1(x) = {u | h(u) = x} is a language over At× Σ⊤. In particular, we have

h−1(P ) =
⋃

P (p,α)

h−1(p) · {α}

Proposition 4.16. For all expressions e, there exists a finite recogniser ⟨M,h, P ⟩ such that
[e] = h−1(P ).

Proof. First we compute a non-deterministic finite automaton over the alphabet Σ⊤ ⊎ At,
for JeK. Such an automaton is a tuple ⟨S, I,∆, F ⟩ where S is a finite set of states, I, F ⊆ S
are the initial and accepting states, respectively, and ∆ is the transition relation, seen as a
map from Σ⊤ ⊎ At to relations on S. By construction, we have

x1 . . . xn ∈ JeK ⇐⇒ ∆(x1) · · · · ·∆(xn) ∩ I×F ̸= ∅

(For all words x1 . . . xn over Σ⊤ ⊎ At.) Recall the function gs extracting the guarded strings
of a language, such that [e] = gsJeK. We deduce that for all guarded strings α0a1 . . . an−1αn,
we have

α0a1 . . . an−1αn ∈ [e] ⇐⇒ ∆(α0)
∗ ·∆(a1) · · · · ·∆(an−1) ·∆(αn)

∗ ∩ I×F ̸= ∅

Accordingly, we construct a finite recogniser as follows: M is the monoid of relations on S; h
is the unique homomorphism such that h(α, a) = ∆(α)∗ ·∆(a) for all atoms α and a ∈ Σ⊤;
and P (R,α) holds if R ·∆(α)∗ ∩ I×F ̸= ∅.
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The converse also holds: one can associate an expression to every finite recogniser. We
need a slightly stronger statement in the sequel:

Proposition 4.17. For all finite recognisers ⟨M,h, P ⟩, there are clean expressions (ex)x∈M
such that for all x ∈ M , JexK = h−1(x). It follows that

h−1(P ) =

[ ∑
P (p,α)

ep · α
]

Proof. For each x ∈ M , let ex be a regular expression over At × Σ⊤ for h−1(x) and set

ex ≜ ex. We deduce via Fact 4.14 that

h−1(P ) =
⋃

P (p,α)

h−1(p) · {α} =
⋃

P (p,α)

JepK · {α} =
⋃

P (p,α)

[ep · α] =
[ ∑
P (p,α)

ep · α
]

4.2.3. Reduction for E and completeness. Now that the monoid machinery is set up for
guarded string languages, we can show that the function E preserves regularity.

Proposition 4.18. Let ⟨M,h, P ⟩ be a recogniser and define P ′ as follows:

P ′ ≜ {(x, α) | ∃n ∈ N, P ((x · h(α,⊤))n · x, α)}

We have E(h−1(P )) = h−1(P ′).

Proof. For all guarded strings uα, we have

uα ∈ E(h−1(P )) ⇐⇒ ∃n ∈ N, (uα⊤)nuα ∈ h−1(P )

⇐⇒ ∃n ∈ N, P (h((uα⊤)nu), α)

⇐⇒ ∃n ∈ N, P ((h(u) · h(α,⊤))n · h(u), α) (h is a homomorphism)

⇐⇒ P ′(h(u), α)

⇐⇒ uα ∈ h−1(P ′)

Fact 4.19. In the above proposition, when the recogniser is obtained from a transition
monoid (Proposition 4.16), we have the following alternative presentation of P ′:

P ′(X,α) = P ((X · Tα)
∗ ·X,α) where Tα ≜ h(α,⊤) = ∆(α)∗ ·∆(⊤)

Proof. Because ∃n, Y n ·Z ∩ I×F ̸= ∅ iff (
⋃

n Y
n ·Z)∩ I×F ̸= ∅ iff (Y ∗ ·Z)∩ I×F ≠ ∅.

We can finally define the reduction s. Given an expression e, first compute a finite
recogniser ⟨M,h, P ⟩ such that [e] = h−1(P ) (Proposition 4.16), then update P into P ′ as in
Proposition 4.18, and finally extract the expression s(e) from ⟨M,h, P ′⟩ (Proposition 4.17).

Proposition 4.20. For all expressions e, we have

(i) [s(e)] = E[e], and
(ii) KATF ⊢ e = s(e).

Proof. The first item follows by construction and the three previous propositions. For the
second one, since [e] ⊆ E[e] = [s(e)], we have KAT ⊢ e ≤ s(e) by completeness of KAT (‡),
so that it suffices to show the other inequation.

Let ⟨M,h, P ⟩ be the finite recogniser for [e] used to construct s(e) and let (ex)x∈M be
the expressions given by Proposition 4.17.
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We have [e] = [
∑

P (p,α) ep · α] and [s(e)] = [
∑

P ′(p,α) ep · α]. By completeness of KAT (†),
we deduce

KAT ⊢ s(e) =
∑

P ′(p,α)

ep · α

Therefore, it suffices to show that KATF ⊢ ep · α ≤ e whenever P ′(p, α). Accordingly, let

n, p, α be such that P ((p · h(α,⊤))n · p, α). Set t ≜ h(α,⊤) and q ≜ (p · t)n · p; we have
P (q, α). We derive

KATF ⊢ ep · α ≤ (ep · α · ⊤)n · ep · α (using axiom (F) n times)

≤ eq · α
≤ e

For the last two steps, we use KAT completeness (‡): we have

[(ep · α · ⊤)n · ep · α] = J(ep · α · ⊤)n · epK · {α} (Fact 4.14: (ep · α · ⊤)n · ep is clean)

= (JepK · {α⊤})n · JepK · {α} (J·K is a homomorphism)

= (h−1(p) · {α⊤})n · h−1(p) · {α} (definition of ep—Proposition 4.17)

⊆ (h−1(p) · h−1(t))n · h−1(p) · {α} (h(α,⊤) = t)

⊆ h−1((p · t)n · p) · {α} (by Lemma 4.11)

= h−1(q) · {α} (definition of q)

= JeqK · {α} (definition of eq—Proposition 4.17)

= [eq · α] (Fact 4.14)

⊆ [e] (P (q, α))

We finally combine all the above results to obtain our main theorem:

Theorem 4.21. For all regular expressions with top e, f , we have

REL |= e = f ⇐⇒ CF [e] = CF [f ] ⇐⇒ KATF ⊢ e = f

Proof. We have

REL |= e = f

⇔ CF [e] = CF [f ] (Proposition 4.9)

⇔ E(CT [e]) = E(CT [f ]) (by Proposition 4.8)

⇔ [s(r(e))] = [s(r(f))] (by Propositions 3.5(i) and 4.20(i))

⇔ KAT ⊢ s(r(e)) = s(r(f)) (by completeness of KAT (†))
⇒ KATF ⊢ e = f (by transitivity and Propositions 3.5(ii) and 4.20(ii))

⇒ REL |= e = f (soundness of KATF axioms w.r.t. REL)

The above proof follows the same strategy as the one for Theorem 3.6. Like there, the
right-to-left implication of the second equivalence in the statement is an instance of [DKPP19,
Theorem 2] (generalised to guarded string languages), and we use reductions only for the
left-to-right part of this equivalence.
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4.3. Solution to the exercise from the introduction. Recall the exercise (⋆) from the
introduction. Since this example does not involve tests, we work with KA rather than KAT,
we identify words and guarded strings, and we simplify definitions according to Remark 2.1:
there is only one atom. We first give a handcrafted solution, before illustrating how the
previous construction works on this example.

4.3.1. Handcrafted solution. For a number i ≥ 2, let us write i for the expression ai. We
have to prove the following inequation using KA and axiom (F):

3∗ ≤ 3∗⊤2∗ + 2∗a⊤3∗

As a first hint, observe that KA ⊢ i∗ ≤ j∗ when i is a multiple of j.
As a second hint, let us prove:

6∗ ≤ 3∗⊤2∗

Indeed, we have 6∗ ≤ 6∗⊤6∗ by axiom (F), and both 6∗ ≤ 3∗ and 6∗ ≤ 2∗ since 6 is a multiple
of both 3 and 2.
Similarly, we can also prove:

6∗3 ≤ 2∗a⊤3∗

Indeed, we have 6∗3 ≤ 6∗3⊤6∗3 by axiom (F), and then 6∗3 ≤ 2∗2a ≤ 2∗a and 6∗3 ≤ 3∗3 ≤ 3∗

by basic KA reasoning.
Finally observe that [3∗] ⊆ [6∗ + 6∗3]: every multiple of 3 is also either even or odd.

This suffices to conclude by KA completeness:

3∗ ≤ 6∗ + 6∗3 ≤ 3∗⊤2∗ + 2∗a⊤3∗

4.3.2. Computed solution. Now let us see how this solution can be obtained via our generic
construction. We purposely skip the reduction r for axiom (T), which we want to avoid. Set

e ≜ 3∗⊤2∗ + 2∗a⊤3∗. We will get KAF ⊢ 3∗ ≤ s(e) = e using KA completeness for the first
step (after checking that [3∗] ⊆ E[e] = [s(e)]), and Proposition 4.20(ii) for the second step.

In order to compute s(e), consider the following automaton for [e]:

0

12

3

4

a

a

a
⊤

a a

5 6 7

89

a

a

⊤

a

a

a

The associated monoid is huge: it has 210
2
elements; however, only the elements in the image

of the homomorphism are relevant, and we shall see that it suffices to look at six of them.
Let A ≜ ∆(a) and T ≜ ∆(⊤) be the transition relations for a and ⊤. Looking at A and

T as 01-matrices, T only contains two non-zero entries, at positions (0, 3) and (6, 7), and A
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can be presented as a block-diagonal matrix:

A ≜


M

N
N

M

 where M ≜

 0 1 0
0 0 1
1 0 0

 and N ≜

(
0 1
1 0

)

We have M3 = 1 and N2 = 1, so that A6 = 1 and there are only six distinct matrices of the
shape Ai. The homomorphism h = ∆̂ maps words over {a,⊤} to 10x10 matrices. Words of
the shape ai are mapped to Ai, words with at least two occurrences of ⊤ are mapped to the
zero matrix, and words of the shape ai⊤aj are mapped to AiTAj . Therefore, there are at
most 6+1+36 elements in the image of h.

Let us now compute the predicate P on these elements (here this predicate takes a
single argument since there is only one atom). We write i ≡ j[k] for i equals j modulo k):

P (Ai) = false

P (0) = false

P (AiTAj) = (i ≡ 0[3] ∧ j ≡ 0[2]) ∨ (i ≡ 1[2] ∧ j ≡ 0[3])

Now observe that (XT )∗X = X +XTX when X = Ai, and (XT )∗X = X in the other cases
(X = 0 or X = AiTAj). By Fact 4.19, we have P ′(Ai) = P (Ai+AiTAi), and P ′(X) = P (X)
in the other cases. Further simplifying P ′(Ai), we get:

P ′(Ai) = P (Ai +AiTAi)

= false ∨ (i ≡ 0[3] ∧ i ≡ 0[2]) ∨ (i ≡ 1[2] ∧ i ≡ 0[3])

= i ≡ 0[3] ∧ (i ≡ 0[2] ∨ i ≡ 1[2])

= i ≡ 0[3]

In other words, with respect to the predicate P , there are only two elements in the image of
h that are added to obtain P ′: A0 and A3.

We finally observe that h−1(A0) = [6∗] and h−1(A3) = [6∗3], so that

[s(e)] = h−1(P ′) = h−1(P ) ∪ h−1(A0) ∪ h−1(A3) = [e+ 6∗ + 6∗3]

4.4. A PSpace algorithm. Like for Theorem 3.6, the proof of Theorem 4.21 leads to an
algorithm for deciding the equational theory of KATF . Indeed, we have KATF ⊢ e = f
iff [s(r(e))] = [s(r(f))], so that it suffices to be able to compare the latter guarded string
languages. This is possible since the functions r and s are computable. However, while the
function r is linear, the function s is costly: extracting a regular expression from a monoid
(or similarly from a finite automaton) is exponential in general.

To obtain a PSpace algorithm, we avoid computing s and work directly with recognisers.
Indeed, given an expression e of size n, our constructions define a finite recogniser as in
Figure 1. This gives us a monoid for E[e] whose elements are binary relations over O(n)
states4. In other words, elements are square 01-matrices of dimension O(n)×O(n). Those
elements can be stored in quadratic space, and the various operations of the recogniser can
be computed in polynomial time:

• the monoid product is nothing but matrix multiplication;

4Assuming a regular-expression-to-automata function producing non-deterministic finite automata with
linearly many states, as is usually the case [Tho68, Ant96].
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// inputs an expression e; outputs a recogniser for E[e]

⟨X, I,∆, F ⟩ := non -deterministic finite automaton for [e]

M := ⟨P(X2), ·, 1⟩
h(α, a) := ∆(α)∗ ·∆(a)

P (R,α) := (R ·∆(α)∗ ·∆(⊤))∗ ·R ·∆(α)∗ ∩ I×F ̸= ∅
return ⟨M,h, P ⟩

Figure 1: Recogniser for a language of the form E[e].

// inputs two expressions e, f; outputs false iff E[r(e)] ̸= E[r(f)]

⟨M,h, P ⟩ := recogniser for E[r(e)]

⟨N, g,Q⟩ := recogniser for E[r(f)]

x := 1M
y := 1N
while true do

guess α ∈ At

if P (x, α) ̸= Q(y, α) then return false

guess a ∈ Σ⊤
x := x ·M h(α, a)

y := y ·N g(α, a)

done

Figure 2: Non-deterministic PSpace algorithm for the equational theory of KATF .

• calling the homomorphism h on a pair (α, a) requires a matrix multiplication and a
reflexive-transitive closure;

• testing whether a pair (R,α) is accepted requires three multiplications and two reflexive-
transitive closures. (Note that the formula we use for P in Figure 1 comes from Fact 4.19.)

Putting everything together, we obtain the algorithm in Figure 2. This algorithm is non-
deterministic: it progressively guesses a potential counter-example—a guarded string—and
checks whether it is indeed a counter-example using recognisers for closed languages of
guarded strings as deterministic guarded string automata. This algorithm requires quadratic
space: it stores only the two 01-matrices x and y, whose respective dimensions are linear in
the sizes of r(e) and r(f), and thus e and f .

It may seem surprising that this algorithm has an endless loop and never returns true.
Still, we can turn it into a (deterministic, terminating) PSpace algorithm by Savitch’
theorem [Sav70]. Intuitively, we can explore all non-deterministic choices and halt returning
true when all configurations (i.e., pairs ⟨x, y⟩ of 01-matrices) have been visited and no
counter-example was found.

The equational theory of KATF contains that of KA, which amounts to language
equivalence of regular expressions, which is PSpace-hard [MS72, Lemma 2.3][HRS76, Propo-
sition 2.4]. Therefore we deduce:

Theorem 4.22. The equational theory of KATF is PSpace-complete.
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5. Relations with a greatest element

A generalised S⊤-algebra of relations is an S-subalgebra A of an algebra of relations such
that A has a greatest element, seen as an S⊤-algebra by using this greatest element for the
constant ⊤. We write REL′ for the class of all generalised S⊤-algebras of relations.

Intuitively, REL′ consists of models of binary relations where ⊤ is not necessarily the
full relation, only a greatest element. As an example, consider relations R over the natural
numbers such that i ≤ j whenever i R j. Those form an S-algebra with greatest element the
order relation ≤ itself, which is not the full relation.

In the literature, REL′ is sometimes preferred over REL because it is closed under taking
subalgebras and products, and actually forms a quasivariety [AM11]. (In contrast, it is not
clear whether REL is closed under products: the two obvious ways of embedding a pair of
relations into a new relation fail to preserve either union or top—REL as defined here is not
closed under taking subalgebras either, but defining it in such a way would not change the
results from the present paper.)

The equational theory of REL′ differs from that of REL. For instance, the previous
example of ordered relations shows that REL′ ̸|= x ≤ x · ⊤ · x. Indeed, for x = {⟨0, 1⟩},
x · ⊤ · x is empty since ⊤ does not relate 1 to 0.

We show below that the equational theory of REL′ actually coincides with that of GSL,
and can thus be axiomatised by KATT .

Proposition 5.1. Every member of GSL embeds into a member of REL′.

Proof. We adapt the technique used by Pratt for Kleene algebras (without top) [Pra80, third
page] and later reused by Kozen and Smith for Kleene algebras with tests [KS96, Lemma 5].
For a set X, let M(X) be the set of relations R on GSX such that for all guarded strings
u, v, u is a prefix of v whenever u R v. The S-operations on relations restrict to M(X), so

that M(X) is an S-algebra, and setting ⊤ ≜ {⟨u, u ⋄ v⟩ | u, v ∈ GSX} turns it into a member
of REL′. We embed the member P(GSX) of GSL into M(X) as follows:

ι : P(GSX) → M(X)

L 7→ {⟨u, u ⋄ v⟩ | u ∈ GSX , v ∈ L}
The function ι is easily shown to be an S⊤-algebra homomorphism, and it is injective (since,
e.g., L = {αu | ⟨α, αu⟩ ∈ ι(L)}).

Note that it is crucial that we consider REL′ rather than REL here: the above construction
would not give an S⊤-algebra homomorphism if we were not restricting to relations of a
certain shape: ⊤ would not be preserved.

Corollary 5.2. For all expressions, we have

GSL |= e = f ⇐⇒ REL′ |= e = f ⇐⇒ KATT ⊢ e = f

Proof. That REL′ |= e = f entails GSL |= e = f is a direct consequence of Proposition 5.1.
That KATT ⊢ e = f entails REL′ |= e = f follows from the soundness of KATT axioms w.r.t.
REL′. We conclude by Theorem 3.6.

Similarly to REL′, we can define a class GSL′ of S⊤-algebras which is closed under taking
subalgebras and where ⊤ is not necessarily the full language. However, unlike with REL′

and REL, the equational theory of GSL′ coincides with that of GSL (and REL′). Indeed the
axioms of KATT remain sound for GSL′.
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6. Conclusion

We have proved completeness of two axiomatic systems about regular expressions with tests
and top, KATT and KATF , with respect to guarded string language models and relational
models, respectively. We have established that the corresponding equational theories are
PSpace-complete, and that they can be reconciled by allowing relational models where top
is only a maximal element, not necessarily the full relation.

For KATF , we have proved a graph-theoretical characterisation of the equational theory
of binary relations, we have established a relationship between this graph-theoretical charac-
terisation and a notion of closed guarded string language, and we have used an extension of
the theory of finite monoid recognition for guarded string languages.

Related work. Zhang et al. gave a completeness result for KATT , in terms of guarded string
languages [ZdAG22, Theorem 9]. They observed that this axiomatisation is incomplete
for REL, that it does not suffice to properly express incorrectness triples, and they left the
existence of a complete axiomatisation for relational models open. Our Theorem 4.21 gives
a positive answer to this question.

For the theory KATT , the main completeness results of Zhang et al. [ZdAG22, Theorems 7
and 9] are wrong: the model of guarded strings they designed equates too many expressions
(namely, Σ∗ and ⊤—see Remark 3.7). Our Theorem 3.6 uses a slightly different language
model and yields a linear reduction from KATT to KAT, so that, e.g., [ZdAG22, Theorem 10]
about the complexity of KATT remains true.

Zhang et al. also gave a completeness result w.r.t. generalised relational models [ZdAG22,
Theorem 8]. Their proof is problematic because it relies on their Theorem 7, but the key
idea remains valid: adapting Pratt’s trick to embed language models into relational ones.
We use the very same technique to obtain Corollary 5.2.

We recently proved a completeness result for KATF [PRW24, Section 7], w.r.t. a notion
of closed language defined differently than in the present work. There the emphasis is
on modularity, complexity aspects are not considered, and KAT with a top element is an
example among others. The closed language model defined there is most probably equivalent
to the one we use in the present paper (using arguments likes the one developed in [PRW24,
Appendix C] for plain KAT, which we would like to generalise in the future). The two
completeness proofs are rather different. The present one is more direct, uses guarded strings
and finite monoids, and yields a PSpace algorithm. In contrast, the one in [PRW24] avoids
guarded strings but requires more general results about Kleene algebra with hypotheses,
and does not give any reasonable algorithm. Our characterisations of the equational theory
of REL (Theorem 4.5, Proposition 4.9) also lie out of the scope of [PRW24].

Future work. A Hoare triple {α} e {β} for partial correctness can be encoded in KAT as
an equation α · e · ¬β = 0 [Koz00]. Since hypotheses of the more general shape e = 0 can be
incorporated into the equational theory of KAT [Coh94, HK02], one can automate reasoning
about partial correctness [Pou13].

Zhang et al. [ZdAG22] have shown how to encode an incorrectness triple [α]e[β] as an
inequation β ≤ ⊤·α ·e. A natural question is whether such hypotheses can also be eliminated
in KATF , in order to automate reasoning about incorrectness triples. The modular tools
we developed in [PRW21, PRW24] could prove useful, provided we find a way to extract
efficient algorithms from the resulting reductions.
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Appendix A. Proof of Theorem 4.5

We give here a proof of Theorem 4.5. Variants of this theorem appeared for Kleene allegories
without top in [BP15, Theorem 6], and for Kleene allegories with top in [Pou18, Theorem 16].

First we observe that valuations into relational models are very close to (potentially
infinite) graphs in the sense of Definition 4.3: it suffices to adjoin to them an input and an
output.

Definition A.1 (Graph of a valuation). Consider a member of REL: relations on some
set X with a function p : X → At. Let σ : Σ → P (X×X) be a valuation of Σ into

relations on X. For all elements i, j ∈ X, we define the graph ⟨σ, i, j⟩ ≜ ⟨X,F, p, i, j⟩ where
F ≜ {⟨x, a, y⟩ | a ∈ Σ, ⟨x, y⟩ ∈ σ(a)}.

The first key lemma characterises evaluation of expressions not using 0,+, ·∗ in a
relational model, in terms of graph homomorphisms. In our case, expressions not using
0,+, ·∗ can be represented by guarded strings. Such a lemma appeared first in [AB95,
Lemma 3] for a signature including intersection and converse, but not top nor tests. Under
its original formulation, its extension to cover top is trivial once we realise that the graph
of ⊤ should simply be a graph without edges and exactly two vertices (the input and the
output).

Lemma A.2. Let σ : Σ → P (X×X) be a valuation of Σ into a member of REL. For all
guarded strings u, we have

⟨i, j⟩ ∈ σ̂(u) ⇐⇒ ⟨σ, i, j⟩◁ g(u)

Proof. By induction on u.

• if u = α is an atom, then both sides reduce to the condition i = j ∧ p(i) = α;
• if u = αaβ has length one
– if a = ⊤, then both sides reduce to the condition p(i) = α ∧ p(j) = β;
– if a ∈ Σ, then both sides reduce to the conjunction of the previous condition and

⟨i, j⟩ ∈ σ(a);
• if u = vαw for two smaller guarded strings vα and αw then we have

⟨i, j⟩ ∈ σ̂(vαw)

⇔ ∃k, ⟨i, k⟩ ∈ σ̂(v) ∧ p(k) = α ∧ ⟨k, j⟩ ∈ σ̂(αw) (by definition)

⇔ ∃k, ⟨i, k⟩ ∈ σ̂(vα) ∧ ⟨k, j⟩ ∈ σ̂(αw)

⇔ ∃k, ⟨σ, i, k⟩◁ g(vα) ∧ ⟨σ, k, j⟩◁ g(αw) (by induction hypothesis on vα and αw)

⇔ ⟨σ, i, j⟩◁ g(vαw)

(The last equivalence comes from a simple analysis of the homomorphisms whose source is
a sequential composition of two graphs—see, e.g., [AB95, Lemma 2(ii)].)

The second key lemma characterises the evaluation of an arbitrary expression in terms
of (the evaluations of) the guarded strings in the language of that expression. Variants of
such a lemma often appear in the literature for star-continuous models, rather than just
relational ones (e.g., [KS96, Lemma 4]).
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Lemma A.3. Let σ : Σ → P (X×X) be a valuation of Σ into a member of REL. For all
expressions e, we have

σ̂(e) =
⋃
u∈[e]

σ̂(u)

Proof. By an easy induction on e, using distributivity of · over arbitrary unions in REL.

Equipped with those two lemmas, we obtain the announced theorem.

Theorem A.4. For all expressions e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v)

Proof. For the forward implication, assume REL |= e ≤ f and let u ∈ [e]. Let n be the
length of u and consider relations on [0;n], a member of REL with the function p mapping
i ≤ n to the ith atom in u. Define σ : Σ → P ([0;n]×[0;n]) by ⟨i, j⟩ ∈ σ(a) if the i-th
letter of u is a and j = i + 1. The graph g(u) is nothing but ⟨σ, 0, n⟩, so that we have
⟨0, n⟩ ∈ σ̂(u) by Lemma A.2, using the identity graph homomorphism. Thus we consecutively
get ⟨0, n⟩ ∈ σ̂(e) by Lemma A.3, ⟨0, n⟩ ∈ σ̂(f) by assumption, and ⟨0, n⟩ ∈ σ̂(v) for some
v ∈ [f ] by Lemma A.3 again. Lemma A.2 finally gives g(u) = ⟨σ, 0, n⟩◁ g(v), as required.

For the backward implication, assume the right-hand side and let σ : Σ → P (X×X) be
a valuation into a member of REL. For all i, j ∈ X, we have

⟨i, j⟩ ∈ σ̂(e)

⇔ ⟨i, j⟩ ∈ σ̂(u) for some u ∈ [e] (by Lemma A.3)

⇔ ⟨σ, i, j⟩◁ g(u) for some u ∈ [e] (by Lemma A.2)

⇒ ⟨σ, i, j⟩◁ g(u) for some u, v s.t. v ∈ [f ] and g(u)◁ g(v) (by assumption)

⇒ ⟨σ, i, j⟩◁ g(v) for some v ∈ [f ] (by transitivity of ◁)

⇔ ⟨i, j⟩ ∈ σ̂(v) for some v ∈ [f ] (by Lemma A.2)

⇔ ⟨i, j⟩ ∈ σ̂(f) (by Lemma A.3)

Whence σ̂(e) ⊆ σ̂(f), and thus REL |= e ≤ f as required.

This work is licensed under the Creative Commons Attribution License. To view a copy of this
license, visit https://creativecommons.org/licenses/by/4.0/ or send a letter to Creative
Commons, 171 Second St, Suite 300, San Francisco, CA 94105, USA, or Eisenacher Strasse 2,
10777 Berlin, Germany


	1. Introduction
	2. Preliminaries
	3. Guarded string language models
	4. Relational models
	4.1. Characterisation via closed guarded string languages
	4.2. Completeness w.r.t. closed guarded string languages
	4.3. Solution to the exercise from the introduction
	4.4. A PSpace algorithm

	5. Relations with a greatest element
	6. Conclusion
	References
	Appendix A. Proof of Theorem 4.5

