
Logical Methods in Computer Science
Volume 21, Issue 1, 2025, pp. 16:1–16:30
https://lmcs.episciences.org/

Submitted Feb. 06, 2024
Published Feb. 19, 2025

THE FORMAL THEORY OF MONADS, UNIVALENTLY

NIELS VAN DER WEIDE

Institute for Computing and Information Sciences, Radboud University, Nijmegen, The Netherlands
e-mail address: nweide@cs.ru.nl

Abstract. We develop the formal theory of monads, as established by Street, in univalent
foundations. This allows us to formally reason about various kinds of monads on the
right level of abstraction. In particular, we define the bicategory of monads internal to a
bicategory, and prove that it is univalent. We also define Eilenberg-Moore objects, and we
show that both Eilenberg-Moore categories and Kleisli categories give rise to Eilenberg-
Moore objects. Finally, we relate monads and adjunctions in arbitrary bicategories. Our
work is formalized in Coq using the UniMath library.

1. Introduction

Monads are ubiquitous in both mathematics and computer science, and many different
kinds of monads have been considered in various settings. In functional programming,
monads are used to capture computational effects [JW93]. Strong monads have been used
to provide semantics of programming languages such as Moggi’s computational λ-calculus
[Mog89, Mog91] and models of call-by-push-value [Lev12]. Monads are also used in algebra
to represent algebraic theories, and in fact, the class of algebraic theories is equivalent to a
class of monads [HP07]. This result has been adapted to the enriched case as well in order to
relate various notions of computation with enriched monads [EMS14, PP02, PP03, Pow99].
Comonads, the dual notion of monads, found applications in the semantics of linear logic
[Ben94, Mel09].

A general setting in which all these different variations of monads can be studied, has
been developed by Street [Str72]. This setting, known as the formal theory of monads, uses
the fact that the notion of monad can be defined internal to an arbitrary bicategory [Bén67],
including 2-categories (which were used by Street). Each of the aforementioned kinds of
monads is actually an instance of this more general notion. For example, monads in the
bicategory of symmetric monoidal categories are symmetric monoidal monads, and strong
monads are monads in the bicategory of so-called left actegories [CG22]. Comonads in a
bicategory B are the same as monads in Bco, which is B with the 2-cells reversed. Even
several kinds of distributive laws, including mixed distributive laws [BLS11, PW02] and
iterated distributive laws [Che11], are instances of this notion of monad. An overview of the
different kinds of monads internal to various bicategories can be found in Table 1. As such,
the formal theory of monads provides a general setting to study various kinds of monads.
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Bicategory Notion of monad
Symmetric monoidal categories Symmetric monoidal monad

Actegories [CG22] Strong monad
Enriched categories [Kel82] Enriched monad

Bicategory of monads Distributive law

Table 1: Various notions of monads

Foundations. In this paper, we work in univalent foundations [Uni13]. Univalent
foundations is an extension of intensional type theory with the univalence axiom. Roughly
speaking, this axiom says that equivalent types are equal. More precisely, we have a map
idtoequiv that sends identities X = Y to equivalences from X to Y , and the univalence
axiom states that idtoequiv is an equivalence itself. This axiom has numerous effects on
the mathematics developed in this foundation. One consequence is function extensionality
and another is that identity types must necessarily be proof relevant: since there could be
multiple equivalence between two types, we could have different proofs of their equality.

In addition, the notion of category studied in this setting is that of univalent categories
[AKS15]. In every category C, we have a map idtoisox,y : x = y → x ∼= y, and C is univalent
if idtoisox,y is an equivalence for all x, y : C. From the univalence axiom, one can deduce that
the category of sets is univalent. The reason why this notion is interesting, is because in
the set-theoretical semantics [KL21], univalent categories correspond to ordinary categories.
Furthermore, every property expressible in type theory about univalent categories is closed
under equivalence.

However, there are some challenges when working with univalent categories. For instance,
given a monad m on a category C, we usually define the Kleisli category K(m) of m to be the
category whose objects are objects of C and whose morphisms from x to y are morphisms
x → m(x) [ML13]. Even if we assume C to be univalent, the category K(m) does not have
to be univalent as well, and this means that K(m) does not give the Kleisli category for a
monad on a univalent category. A solution to this problem has already been given: instead
of using K(m), we need to use its Rezk completion [ANST21]. However, the necessary
theorems about the Kleisli category (e.g., every monad gives rise to an adjunction via the
Kleisli category) have not been proven in that work.

In the present paper, we study and formalize the formal theory of monads by Street
[Str72] in univalent foundations. More specifically, we formalize the key notions, which
are the bicategory of monads and Eilenberg-Moore objects, and we illustrate them with
numerous examples. We also prove the two main theorems that relate monads to adjunctions:
every adjunction gives rise to a monad and in a bicategory with Eilenberg-Moore objects,
every monad gives rise to an adjunction. In addition, we instantiate the formal theory of
monads to deduce the main theorems about Kleisli categories. The contribution of this
paper is the development of the formal theory of monads in univalent foundations and a
proof that in univalent foundations, every monad gives rise to an adjunction via the Kleisli
category.

The abstract setting provided by the formal theory of monads is beneficial for formaliza-
tion, which is our main motivation for this work. The main theorems are only proven once
in this setting, and afterwards they are instantiated to the relevant cases of interest without
the need of reproving anything. In addition, we think that this work would be useful to
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formalize the categorical semantics of linear logic [Mel09] or the enriched effect calculus
[EMS14].

Univalence also aids our development and it allows us to make several proof simpler
and more elegant. More specifically, univalence allows us to do induction on equivalences:
to prove some statement for all adjoint equivalences, it suffices to prove it only for the
identity. This idea is used in Proposition 3.7, where we characterize adjoint equivalences in
the bicategory of monads. In addition, certain types become mere propositions in locally
univalent bicategories, such as the type that says that an Eilenberg-Moore cone or a Kleisli
object is universal (Propositions 6.3 and 5.6) or that a 1-cell is monadic (Proposition 8.4).
We use these observations in Proposition 5.9 and Theorem 8.9 to prove the equivalence of
different formulations.

Formalization. The results in this paper are formalized using the Coq proof assistant
[Tea], and they are integrated in the UniMath library [VAG+]. UniMath is under constant
development, and the paper refers to the version with git hash 1054856. The formalization
consists of around 12,000 lines of code. More specifically, the tool coqwc gives the following
count:

spec proof comments

4470 7839 182 total

In our development, displayed bicategories play a fundamental role. We use them
in Section 3 to give a modular proof that the bicategory of monads is univalent, and in
Construction 4.9 to construct the pseudofunctor that sends every object x in a bicategory
to the identity monad on x.

The main difficulty in this development arises from the coherences that have to be proven.
Since we use bicategories rather than 2-categories, it is necessary to decorate our terms with
associators and unitors. For instance, each of the monad laws in Definition 3.4 contains one
associator or one unitor. A more extreme example is given by the composition of monads if
we have a distributive law between them (Example 4.16) for which the multiplication uses
four associators. If we would have used 2-categories instead, there was no need to write
down these associators and unitors. As a consequence, whenever we prove a coherence, our
terms are polluted with numerous associators and unitors. While we essentially prove each
coherence in the same way as one would for strict 2-categories, the main difference is the
increased amount of bureaucracy necessary to deal with the extra associators and unitors
that are present in terms.

Each numbered environment in this paper comes with a link pointing to the relevant
identifier in the formalization. For example, bicat refers to the definition of a bicategory.
In the same repository1, there is a version of the documentation compiled with Alectryon
[PC20].

Related work. The formal theory of monads was originally developed by Street [Str72], and
later extended by Lack and Street [LS02]. There are two differences between our work and
Street’s work. First of all, Street used strict 2-categories while we use bicategories. As has
already been noticed by Lack [Lac04], this difference is rather minor. The resulting definitions
are similar: the only difference is that associators and unitors have to be put on the right
places. More fundamental is the second difference: we work in univalent foundations and we

1https://github.com/nmvdw/FormalTheoryOfMonadsUnivalently/tree/main/alectryon

https://github.com/UniMath/UniMath
https://github.com/UniMath/UniMath
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Bicat.html#bicat
https://github.com/nmvdw/FormalTheoryOfMonadsUnivalently/tree/main/alectryon
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use univalent (bi)categories whereas Street works in set-theoretic foundations. This affects
the development in several ways. While both bicategories and strict 2-categories have been
defined and studied in a univalent setting [AFM+22], a coherence theorem [MP85, Pow89]
has not been proven in this setting. In addition, since we work in an intensional setting,
working with a strict 2-category is not significantly more convenient than working with a
bicategory. The reason for that is that equality proofs of associativity and unitality are
present in terms to guarantee that the whole expression is well-typed. As such, a coherence
theorem would only have limited usability in our setting compared to a classical one. Another
difference is that in our framework, the usual definition of the Kleisli category does not
give rise to a univalent category, and we need to work with its Rezk completion instead.
An overview of the main notions in bicategory theory can be found in various sources
[Bén67, JY21, Lac10, Lei98].

Several formalizations have results about bicategory theory. The coherence theorem
[Lei98] is formalized in both Isabelle [NPW02, Sta] and Lean [mC20], but neither of those
are based on univalent foundations. Some notions in bicategory theory have been formalized
in Agda [Nor09], namely in the 1Lab [The] and the Agda-categories library [HC21]. However,
neither of these cover the formal theory of monads. We use UniMath [VAG+] and its
formalization of bicategories [AFM+22, VvdW21]. Formalizations on category theory are
more plentiful, and an overview can be found in [HC21]. Within the framework of univalent
foundations, there is the HoTT library [BGL+17, GCS14], Agda-UniMath [RSPC+], and
Cubical Agda [VMA19]. Ahrens, Matthes, and Mörtberg formalized monads of categories in
UniMath [VAG+]. They also defined a notion of signature, that allows for binding, and they
showed that every signature gives rise to a monad [AMM19, AMM22].

Version history. An earlier version of this paper was published at FSCD 2023 [Wei23].
Compared to that version, the following changes have been made.

• In Section 3, we added a proof sketch of the univalence of the bicategory of monads
(Proposition 3.5) and we added a proof of Proposition 3.7. We also added a figure (Fig. 1)
illustrating the construction in this section.

• We added more examples of monads, namely mixed distributive laws (Example 4.7), and
we added a complete description of the action of pseudofunctors on monads (Construc-
tion 4.15).

• We gave more explicit descriptions of the proofs in Section 5.
• We added another example of Eilenberg-Moore objects (Example 5.12).
• We added the statement that being monadic is a proposition (Proposition 8.4).

Overview. We start this paper by recalling some preliminary notions in Section 2. Next
we construct in Section 3 the bicategory of monads internal to bicategories and we prove
that it is univalent. We illustrate the material of Section 3 with various examples in
Section 4. In Section 5 we discuss Eilenberg-Moore objects. We follow that up in Section 6
by using Kleisli categories to construct Eilenberg-Moore objects in the opposite bicategory.
In Sections 7 and 8 we prove some theorems in this setting. We prove in Section 7 that
every adjunction gives rise to a monad and that every monad gives rise to an adjunction
under mild assumptions. In Section 8 we define the notion of monadic adjunctions in an
arbitrary bicategory and we characterize those using monadic adjunctions in categories. We
conclude in Section 9.

https://github.com/UniMath/UniMath
https://github.com/UniMath/UniMath
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2. Preliminaries

In this section, we briefly recall some of the basic notions needed in this paper. First of
all, we use the notions of propositions and sets from univalent foundations. Types A for
which we have x = y for all x, y : A, are called propositions, and types A for which every
x = y is a proposition, are called sets. In addition, we assume that our foundation supports
the propositional truncation: the truncation ∥A∥ is A with all its elements identified.
More concretely, we have a map A → ∥A∥ and for all x, y : ∥A∥, we have x = y. Next we
discuss some notions from bicategory theory [AFM+22, Bén67, Lei98], and we start with
bicategories.

Definition 2.1 (bicat). A bicategory B consists of a type B of objects, for every x, y : B
a type x → y of 1-cells, and for every f, g : x → y, a set f ⇒ g. On this data, we have the
following operations.

• For every x : B, a 1-cell idx : x → x;
• for all 1-cells f : x → y and g : y → z, a 1-cell f · g : x → z;
• for every 1-cell f : x → y, a 2-cell idf : f ⇒ f ;
• for all 2-cells θ : f ⇒ g and τ : g ⇒ h, a 2-cell θ • τ : f ⇒ h;
• for every 1-cell f : x → y, invertible 2-cells λf : idx ·f ⇒ f and ρf : f · idy ⇒ f ;
• for all 1-cells f : w → x, g : x → y, and h : y → z, an invertible 2-cell αf,g,h : f · (g · h) ⇒
(f · g) · h.

If the relevant 1-cells are clear from the context, we write λ, ρ, and α instead of λf , ρf , and
αf,g,h respectively. We can also whisker 2-cells with 1-cells in two ways. Given 1-cells and
2-cells as depicted in the diagram on the left below, we have a 2-cell f ◁ τ : f · g1 ⇒ f · g2,
and from 1-cells and 2-cells as depicted in the diagram on the right below, we get a 2-cell
τ ▷ g : f1 · g ⇒ f2 · g.

x y z
f

g1

g2

τ x y z
g

f1

f2

τ

The laws that need to be satisfied, can be found in the literature [AFM+22, Definition 2.1].

Note that we use diagrammatic order for composition instead of compositional order.
We use the notation B(x, y) for the category whose objects are 1-cells f : x → y and whose
morphisms from f : x → y to g : x → y are 2-cells τ : f ⇒ g. Given a 1-cell f : x → y
and an object w : B, we have a functor (− · f)w : B(w, x) → B(w, y), which sends a 1-cell
g : w → x to g · f and a 2-cell τ : g1 ⇒ g2 to τ ▷ f .

The core example of a bicategory in this paper is UnivCat. Its objects are univalent
categories, the 1-cells are functors, and the 2-cells are natural transformations. We also
have a bicategory Cat whose objects are (not necessarily univalent) categories, 1-cells are
functors, and 2-cells are natural transformations.

In this paper, we also make use of univalent bicategories. To define this property, we
use that between every two objects x, y : B, we have a type x ≃ y of adjoint equivalences
between them. In addition, for all 1-cells f, g : x → y, there is a type f ∼= g of invertible
2-cells between them. For the precise definition of these notions, we refer the reader to the
literature [AFM+22, Definitions 2.4 and 2.5].

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Bicat.html#bicat
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Definition 2.2. Let B be a bicategory.

• (is_univalent_2_1) Using path induction, we define a function idtoiso2,1f,g : f = g → f ∼= g

for all 1-cells f, g : x → y. The bicategory B is locally univalent if idtoiso2,1f,g is an

equivalence for all f and g.
• (is_univalent_2_0) Using path induction, we define a function idtoiso2,0x,y : x = y → x ≃ y

for all objects x and y. We say that B is globally univalent if idtoiso2,0x,y is an equivalence
for all x and y.

• (is_univalent_2) The bicategory B is univalent if it is both locally and globally univalent.

The bicategory UnivCat of univalent categories is both locally and globally univalent.
However, Cat, whose objects are not required to be univalent, is neither.

In a univalent bicategory, we can do induction on adjoint equivalences and invertible
2-cells. This is similar to the J-rule for propositional equality, which says that to prove some
property for every p : x = y, it suffices to show this property for all reflexivity paths. For
adjoint equivalences and invertible 2-cells, we state induction as follows.

Proposition 2.3. Let B be a bicategory.

• (J_ 2_ 1 ) Suppose, that B is locally univalent. Let P be a type family on the invertible
2-cells of B. More specifically, P is a type depending on objects x, y : B, 1-cells f, g : x → y,
and invertible 2-cells f ∼= g. Furthermore, we assume that we have for every f : x → y
an inhabitant of P (idf ). Then we have an inhabitant of P (τ) for every invertible 2-cell
τ : f ∼= g.

• (J_ 2_ 0 ) Suppose, that B is globally univalent. Let P be a type family on the adjoint
equivalences of B. More specifically, P is a type depending on objects x, y : B and adjoint
equivalences 1-cells f : x ≃ y. Furthermore, we assume that we have for every object x an
inhabitant of P (idx). Then we have an inhabitant of P (f) for every adjoint equivalence
f : x ≃ y.

If we have a bicategory B, then we define the bicategory Bop by ‘reversing the 1-cells’ in
B. More precisely, objects are the same as objects in B, 1-cells from x to y in Bop are 1-cells
y → x in B, while 2-cells from f : y → x to g : y → x are 2-cells f ⇒ g in B. In addition,
from a bicategory B, we obtain Bco by ‘reversing the 2-cells’. Objects and 1-cells in Bco are
the same as objects and 1-cells in B respectively, but a 2-cell from f to g in Bco is a 2-cell
g ⇒ f in B. Next we define pseudofunctors.

Definition 2.4 (psfunctor). Let B1 and B2 be bicategories. A pseudofunctor F : B1 → B2

consists of

• A function F : B1 → B2;
• For every x, y : B1 a function that maps f : x → y to F (f) : F x → F y;
• For all 1-cell f, g : x → y a function that maps θ : f ⇒ g to F (θ) : F (f) ⇒ F (g);
• For every x : B1, an invertible 2-cell Fi(x) : idF (x) ⇒ F (idx);
• For all f : x → y and g : y → z, an invertible 2-cell Fc(f, g) : F (f) · F (g) ⇒ F (f · g).
The coherences that need to be satisfied, can be found in the literature [AFM+22, Definition
2.12].

In applications, we are interested in a wide variety of bicategories beside UnivCat, and
among those are the bicategory UnivCatTerminal of categories with a terminal object and
the bicategory SymMonUnivCat of symmetric monoidal categories. These examples have

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Univalence.html#is_univalent_2_1
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Univalence.html#is_univalent_2_0
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Univalence.html#is_univalent_2
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Univalence.html#J_2_1
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Univalence.html#J_2_0
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.PseudoFunctors.PseudoFunctor.html#psfunctor
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something in common: their objects are categories equipped with some extra structure, the
1-cells are structure preserving functors, and the 2-cells are structure preserving natural
transformations. We capture this pattern using displayed bicategories [AFM+22, Definition
6.1]. This notion is an adaptation of displayed categories [AL19] to the bicategorical setting.

To get an idea of what displayed bicategories are, let us first briefly discuss displayed
categories. A displayed category D over C represents structure and properties to be added to
the objects and morphisms of C. For every object x : C, we have a type of displayed objects
Dx and for every morphism f : x → y and displayed objects x : Dx and y : Dy, we have a

set x
f−→ y of displayed morphisms. For example, if for C we take the category of sets, an

example of a displayed category would be group structures. The displayed objects over a set
X are group structures over X, while the displayed morphisms over f : X → Y between
two group structures are proofs that f preserves the group operations. Every displayed
category D gives rise to the total category

∫
D and a functor πD :

∫
D → C. In the example

we mentioned before,
∫
D would be the category of groups and πD maps a group to its

underlying set.
In the bicategorical setting, we use a similar approach, but a displayed bicategory should

not only have displayed objects and 1-cells, but also displayed 2-cells. More precisely, we
define displayed bicategories as follows.

Definition 2.5 (disp_bicat). A displayed bicategory D over a bicategory B consists of
the following data.

• A type Dx of displayed objects for every x : B;

• a type x
f−→ y of displayed morphisms for all 1-cells f : x → y and displayed objects

x : Dx and y : Dy;

• a set f
θ
=⇒ g of displayed 2-cells for all 2-cells θ : f ⇒ g and displayed morphisms

f : x
f−→ y and g : x

g−→ y.

In addition, there are displayed versions of every operation of bicategories. For example, for

every x : B and x : Dx, we have the displayed identity idx : x
idx−−→ x, and from two displayed

morphisms f : x
f−→ y and g : y

g−→ z we get a displayed morphism f · g : x
f ·g−−→ z. A list of

the operations and laws can be found in the literature [AFM+22, Definition 6.1].

Just like for displayed categories, every displayed bicategory D gives rise to bicategory∫
D, called the total bicategory, and a pseudofunctor πD :

∫
D → B.

Problem 2.6. Given a displayed bicategory D over B, to construct a bicategory
∫
D and a

pseudofunctor πD :
∫
D → B.

Construction 2.7 (for Problem 2.6; total_bicat). The bicategory
∫
D is defined as

follows.

• Its objects are pairs x : B together with x : Dx;

• its 1-cells from (x, x) to (y, y) are pairs f : x → y together with f : x
f−→ y;

• its 2-cells from (f, f) to (g, g) are pairs τ : f ⇒ g together with τ : f
τ
=⇒ g.

The pseudofunctor πD sends objects (x, x) to x, 1-cells (f, f) to f , and 2-cells (θ, θ) to θ.

Displayed bicategories are useful to construct univalent bicategories in a modular way.
For this, we need univalent displayed bicategories [AFM+22, Definition 7.3]. Displayed

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispBicat.html#disp_bicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispBicat.html#total_bicat
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univalence is defined in a similar way as univalence for bicategories. Concretely, we use the
notion of displayed invertible 2-cells [AFM+22, Definition 7.1] and of displayed invertible
2-cells [AFM+22, Definition 7.2]. The type of displayed invertible 2-cells over an invertible

2-cell τ : f ∼= g is denoted by f ∼=τ g for displayed 1-cells f : x
f−→ y and g : x

g−→ y. The type
of displayed adjoint equivalences over an adjoint equivalence f : x ≃ y is denoted by x ≃f y
for displayed objects x : Dx and y : Dy.

Definition 2.8. Let B be a bicategory and let D be a displayed bicategory over B.

• (disp_univalent_2_1) Given a path p : f = g, we define a function idtoiso
2,1
p : f =p g →

f ∼=idtoiso2,1f,g p
g using path induction for all 1-cells f : x

f−→ y and g : x
g−→ y. We say that D

is locally univalent if idtoiso2,1
f,g

is an equivalence for all displayed 1-cells f : x
f−→ y and

g : x
g−→ y, and paths p : f = g.

• (disp_univalent_2_0) Given a path p : x = y, we define a idtoiso
2,0
p : x =p y →

x ≃idtoiso2,0x,y(p)
y using path induction for all objects x : Dx and y : Dy. We say that D is

globally univalent if idtoiso2,0x,y is an equivalence for all objects x : Dx and y : Dy and
paths p : x = y.

• (disp_univalent_2) The displayed bicategory D is univalent if it is both locally and
globally univalent.

If we have a displayed bicategory D over B and if both B and D are univalent, then
∫
D

is univalent as well [AFM+22, Theorem 7.4].
In numerous different examples, we look at displayed bicategories whose displayed 2-cells

are actually trivial in a certain sense. More precisely, we look at two properties. One of them

expresses that between all displayed 1-cells f : x
f−→ y and g : x

g−→ y, there is at most one
displayed 2-cell. A displayed bicategory satisfying that property, is called a local preorder :

it expresses that the type f
τ
=⇒ g is a proposition. The other property is locally groupoidal,

and it says that every displayed 2-cell over an invertible 2-cell is again invertible. One way
to construct such displayed bicategories, is as follows.

Definition 2.9 (disp_cell_unit_bicat). Suppose, we have a bicategory B and

• for each x : B a type Dx;
• for every 1-cell f : x → y and elements x : Dx and y : Dy a type Dx,y,f ;
• for every x : B and x : Dx an inhabitant of Dx,x,idx ;

• for all f : Dx,y,f and g : Dy,z,g an inhabitant of Dx,z,f ·g.

Then we get a displayed bicategory over B whose type of 2-cells between every pair of 1-cells
is defined to be the unit type.

Note that every displayed bicategory constructed using Definition 2.9 is both a local
preorder and locally groupoidal. To illustrate the notion of displayed bicategory, let us look
at some examples. These were already considered in previous work [ANvdW23, WMA22].

Example 2.10 (univ_cat_with_terminal_obj). Using Definition 2.9, we define a displayed
bicategory dUnivCatTerminal over UnivCat.

• Objects over C are terminal objects TC in C.
• Displayed 1-cells over F : C1 → C2 are proofs that F preserves terminal objects.

We define UnivCatTerminal to be
∫
dUnivCatTerminal.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispUnivalence.html#disp_univalent_2_1
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispUnivalence.html#disp_univalent_2_0
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispUnivalence.html#disp_univalent_2
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.DisplayedCatToBicat.html#disp_cell_unit_bicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Core.Examples.StructuredCategories.html#univ_cat_with_terminal_obj
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Example 2.11 (disp_bicat_univmon). We define a displayed bicategory dMonUnivCat
over UnivCat as follows.

• Objects over C are monoidal structures over C;
• 1-cells over F : C1 → C2 are structures that F is a lax monoidal functor;
• 2-cells over θ : F ⇒ G are proofs that θ is a monoidal transformation.

We denote its total bicategory by MonUnivCat.

Note that similarly, one can define a displayed bicategory dSymMonUnivCat over UnivCat
whose total bicategory SymMonUnivCat is the bicategory of symmetric monoidal categories.
In the remainder of this paper, we use several operations on displayed bicategories.

Definition 2.12. We have the following operations on displayed bicategories:

(1) (disp_dirprod_bicat) Given displayed bicategories D and D′ over B, we construct a
displayed bicategory D×D′ over B whose objects, 1-cells and 2-cells are pairs of objects,
1-cells, and 2-cells in D and D′ respectively.

(2) (sigma_bicat) Suppose that we have a displayed bicategory D over B and a displayed
bicategory D′ over

∫
D. We construct a displayed bicategory

∑
(D′) over B by setting

the objects over x to be pairs of (x, x) of objects x : Dx and x : D′
(x,x).

(3) (disp_fullsubbicat) Let B be a bicategory and let P be a predicate on the objects of
B. We define a displayed bicategory dFullSub(P ) over B by setting the displayed objects
over x to be proofs of P (x) and the types of 1-cells between every pair of objects and of
2-cells between every pair of 1-cells are defined to be the unit type.

The last notion we discuss, is the notion of a section of a displayed bicategory. Intuitively,
a section assigns to every x a displayed object x : Dx in a pseudofunctorial way. As such
every section s of D induces a pseudofunctor Section(s) : B →

∫
D such that every x : B is

definitionally equal to πD(Section(s)(x)).

Definition 2.13 (section_disp_bicat). A section s of D consists of the following data.

• For every object x : B a displayed object sx : Dx;

• for every 1-cell f : x → y a displayed 1-cell sf : sx
f−→ sy;

• for every 2-cell θ : f ⇒ g a displayed 2-cell sθ : sf
θ
=⇒ sg;

• for every x : B an invertible 2-cell si(x) : idsx
ididx===⇒ sidx ;

• for every f : x → y and g : y → z an invertible 2-cell sc(f, g) : sf · sg
idf ·g
===⇒ sf ·g.

We also require several coherences reminiscent of the laws of pseudofunctors, and for a
precise description of those, we refer the reader to the formalization.

Problem 2.14. Given a displayed bicategory D on B and a section s on D, to construct a
pseudofunctor Section(s) : B →

∫
D.

Construction 2.15 (for Problem 2.14; section_to_psfunctor). We define the pseudo-
functor Section(s) as follows: it sends objects x to the pair (x, sx), 1-cells f to (f, sf ), and
2-cells τ : f ⇒ g to (τ, sτ ).

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.MonoidalCategories.UnivalenceMonCat.FinalLayer.html#disp_bicat_univmon
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.Prod.html#disp_dirprod_bicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.Sigma.html#sigma_bicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.FullSub.html#disp_fullsubbicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispBicatSection.html#section_disp_bicat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispBicatSection.html#section_to_psfunctor
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dMnd(B)

dUnit(B) dMndData(B) dMult(B)

dEndo(B)

B

Figure 1: Construction of the bicategory of monads

3. The Bicategory of Monads

Two concepts play a key role in the formal theory of monads: the bicategory of monads
Mnd(B) internal to B and Eilenberg-Moore objects. In this section, we study the first concept,
and we use displayed bicategories to construct the bicategory Mnd(B) from a bicategory B.
We also show that Mnd(B) must be univalent if B is.

The main idea behind the construction is to split up monads in several independent parts.
We first define dEndo(B) whose displayed objects over x are 1-cells e : x → x. After that,
we define dUnit(B) and dMult(B) whose displayed objects are the unit and multiplication of
the monad respectively. We finally take a full subcategory for the monad laws. A pictorial
summary can be found in Fig. 1.

Definition 3.1 (disp_end). Let B be a bicategory. Define a displayed bicategory dEndo(B)
over B as follows.

• The displayed objects over an object x are 1-cells ex : x → x;
• the displayed 1-cells over a 1-cell f : x → y from ex : x → x to ey : y → y are 2-cells
θf : f · ey ⇒ ex · f ;

x x

y yey

ex

ff θf

• the displayed 2-cells over a 2-cell τ : f ⇒ g from θf : f · ey ⇒ ex · f to θg : g · ey ⇒ ex · g
are proofs that the following diagram commutes.

f · ey ex · f

g · ey ex · g

θf

θg

τ▷ey ex◁τ

We define Endo(B) by
∫
dEndo(B).

Next we define two displayed bicategories over Endo(B). For both, we use Definition 2.9.

Definition 3.2 (disp_add_unit). Given a bicategory B, we define the displayed bicategory
dUnit(B) over Endo(B) as follows.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.EndoMap.html#disp_end
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#disp_add_unit
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• The displayed objects over (x, ex) are 2-cells ηx : idx ⇒ ex;
• the displayed 1-cells over (f, θf ) where f : x → y and θf : f ·ey ⇒ ex ·f from ηx : idx ⇒ ex
to ηy : idy ⇒ ey are proofs that the following diagram commutes

f idx ·f

f · idy f · ey ex · f

ρ−1

f◁ηy θf

λ−1

ηx▷f

Definition 3.3 (disp_add_mu). Given a bicategory B, we define the displayed bicategory
dMult(B) over Endo(B) as follows.

• The displayed objects over (x, ex) are 2-cells µx : ex · ex ⇒ ex;
• the displayed 1-cells over (f, θf ) where f : x → y and θf : f ·ey ⇒ ex·f from µx : ex·ex ⇒ ex
to µy : ey · ey ⇒ ey are proofs that the following diagram commutes

f · (ey · ey) f · ey ex · f

(f · ey) · ey (ex · f) · ey ex · (f · ey) ex · (ex · f) (ex · ex) · f

α

θf▷ey α−1 ex◁θf α

µx▷f

θff◁µy

Next we define dMndData(B) to be
∑

(dUnit(B) × dMult(B)) and we denote its total
bicategory by MndData(B). To obtain Mnd(B), we take a full subbicategory.

Definition 3.4 (disp_mnd). For a bicategory B, we define the predicate isMnd over
MndData(B) by saying that the data (x, (ex, (ηx, µx))) is a monad if the following diagrams
commute.

ex ex · idx ex · ex idx ·ex ex

ex

µx

ex◁ηxρ−1

idex

λ−1ηx▷ex

idex

ex · (ex · ex) ex · ex

(ex · ex) · ex ex · ex ex

µx

µxµx▷ex

α

ex◁µx

We define dMnd(B) to be
∑

(dFullSub(isMnd)), and we denote its total bicategory by Mnd(B).

Note that the predicate isMnd contains all monad laws. Alternatively, we could have
defined a displayed bicategory for each monad law. We refrained from doing so, because
that would not further simplify the proof that Mnd(B) is univalent.

Before we continue, let us discuss the objects, 1-cells, and 2-cells of Mnd(B), and fix the
relevant notation for the remainder of this paper. This also explains what the displayed
objects, 1-cells, and 2-cells in dMnd(B) are. Monads m in B are inhabitants of the

∑
-type

whose components are given by

• an object obm : B;

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#disp_add_mu
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#disp_mnd
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• a 1-cell morm : obm → obm;
• a 2-cell ηm : idobm ⇒ m;
• a 2-cell µm : m ·m ⇒ m.

Note that this data must satisfy the laws given in Definition 3.4. If no confusion arises, we
write m instead of morm.

Monad morphisms f : m1 → m2 between monads m1 and m2 are inhabitants of
the

∑
-type whose components consists of a 1-cell morf : obm1 → obm2 and a 2-cell

cellf : f ·m2 ⇒ m1 · f , such that this data satisfies the laws described in Definitions 3.2
and 3.3. Note that there also are several components in this sigma type that are given
by the unit type, because we take a full subbicategory (Definition 3.4). However, we can
safely ignore those, because they do not add any information. Lastly, the type of monad
2-cells γ : f1 ⇒ f2 between monad morphisms is given by a

∑
-type that contains a 2-cell

cellγ : f1 ⇒ f2. In addition, 2-cells of monads satisfy the requirement given in Definition 3.1.
For 2-cells of monads there also are several components that are given by the unit type,
which we added in Definitions 3.2 to 3.4, and again we can safely ignore those. We write f
instead of morf and γ instead of cellγ if no confusion arises.

In [AFM+22, Definition 6.7], another bicategory of monads internal to B is defined.
However, here we consider lax morphisms, while they only consider pseudomorphisms, i.e.,
morphisms f : m1 → m2 for which cellf is invertible. For the development of the formal
theory of monads, lax morphisms are needed.

Next we look at the univalence of Mnd(B), and to prove it, we use displayed univalence.
More specifically, it suffices to prove the displayed univalence of dEndo(B), dUnit(B), and
dMult(B). We also need B to be univalent.

Proposition 3.5 (is_univalent_2_mnd). If B is univalent, then so is Mnd(B).

Proof sketch. To establish the univalence ofMnd(B), it sufficies to show that each of dEndo(B),
dUnit(B), dMult(B), and dMnd(B) is univalent. For dMnd(B), dUnit(B), and dMult(B) one
can use more general statements from the literature. For dEndo(B) one uses the same
techniques as in the literature [AFM+22, Theorem 9.10].

We also characterize invertible 2-cells and adjoint equivalences in Mnd(B). For the
invertible 2-cells, we can take a direct approach and we give a concrete definition of the
inverse.

Proposition 3.6 (is_invertible_mnd_2cell). A 2-cell γ between monad morphisms is
invertible, if the underlying 2-cell cellγ : f1 ⇒ f2 is invertible.

Proof sketch. The underlying 2-cell of the inverse of γ is given by cell−1
γ . For the verification

that this is indeed a 2-cell of monads, we refer the reader to the formalization.

Next we characterize adjoint equivalences in Mnd(B). However, to do so, we do not
use a direct approach, because the resulting construction is more complicated. Instead, we
assume that B is univalent, and we use equivalence induction (Proposition 2.3).

Proposition 3.7 (to_equivalence_mnd). Let B be a univalent bicategory and let f : m1 →
m2 be a 1-cell in Mnd(B). If morf is an adjoint equivalence and cellf is an invertible 2-cell,
then f is an adjoint equivalence.

Proof. We use induction on adjoint equivalences. This allows us to prove the following
special case: given an object x : B and two monad structures m1 and m2 over x, then

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#is_univalent_2_mnd
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#is_invertible_mnd_2cell
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.Examples.MonadsLax.html#to_equivalence_mnd
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every displayed 1-cell f over the identity idx is an adjoint equivalence whenever cellf is an
invertible 2-cell. Note that the 2-cell cellf goes from m1 · idx to idx ·m2. We demonstrate
how the desired inverse r : m2 → m1 is constructed.

• We define morr to be idx;
• we define cellr to be the following composition.

idx ·m2 m2 m2 · idx idx ·m1 m1 m1 · idxλ ρ−1 cell−1
f ρ λ−1

Then r gives rise to a displayed 1-cell over idx from m2 to m1, and one can show that f and
r form an adjoint equivalence.

Equivalence induction simplifies this proof, because it allows us to consider only the
identity rather than arbitrary adjoint equivalences.

4. Examples of Monads

Next we look at examples of monads, and we start by characterizing monads internal to
several bicategories. Let us start by observing that monads in the bicategory UnivCat
of categories correspond to monads as how they usually are defined in category theory.
However, since this notion of monad is defined in every bicategory, we can also look at other
bicategories, such as SymMonUnivCat,and UnivCatTerminal.

In a wide variety of applications, one is interested in monads in a bicategory of categories
with some extra structure. For example, symmetric monoidal monads are monads internal
to the bicategory of symmetric monoidal categories. Strong monads are monads in the
bicategory of left actegories. The bicategories in these two examples can be constructed as a
total bicategory of some displayed bicategory over UnivCat. To characterize monads in total
bicategories, we define displayed monads.

Definition 4.1 (disp_mnd). Let B be a bicategory and let D be a displayed bicategory over
B and suppose that D is a local preorder. A displayed monad m over a monad m in B
consists of

• a displayed object obm : Dobm ;

• a displayed 1-cell morm : obm
m−→ obm;

• a displayed 2-cell ηm : idobm
ηm
==⇒ m;

• a displayed 2-cell µm : m ·m µm
==⇒ m.

Note that we do not require any coherences in Definition 4.1. Any coherence would hold
vacuously, because the involved displayed bicategory is assumed to be a local preorder.

Problem 4.2. Given a monad m and a displayed monad m over m, to construct a monad∫
m in

∫
D.

Construction 4.3 (for Problem 4.2; make_mnd_total_bicat). We construct
∫
m as follows.

• We define the object ob∫ m to be (obm, obm);

• we define the 1-cell mor∫ m to be (m,m);

• we define the unit η∫ m to be (ηm, ηm);

• we define multiplication µ∫
m to be (µm, µm).

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInTotalBicat.html#disp_mnd
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInTotalBicat.html#make_mnd_total_bicat
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We can also show that every monad in
∫
D gives rise to a monad m in B and a displayed

monad over m. The monad in B is obtained by taking the first projection and the displayed
monad by taking the second projection.

Example 4.4 (make_mnd_univ_cat_with_terminal_obj). Given a monad m of categories,
a displayed monad in dUnivCatTerminal over m consists of a terminal object in obm and a
proof that m preserves terminal objects.

Analogously, we can characterize monads in SymMonUnivCat. Next we look at monads
in Bop and Bco.

Example 4.5. We characterize monads in Bop and Bco.

• (MonadsInOp1Bicat.v) Monads in Bop are the same as monads in B. However, 1-cells
in Mnd(Bop) are different from 1-cells in Mnd(B). If we have a 1-cell f : m1 → m2 in
Mnd(Bop), then the cell cellf gives rise to a 2-cell m2 · f ⇒ f ·m1. We define oplax monad
morphisms in B to be 1-cells in Mnd(Bop)op.

• (MonadsInOp2Bicat.v) Suppose, we have m : Mnd(Bco). Then obm : B and we also have
a 1-cell m : obm → obm in B. However, since the direction of the 2-cells are reversed in
Bco, the 2-cells ηm and µm give rise to a 2-cell m ⇒ idobm and m ⇒ m ·m respectively.
As such, monads in Bco are the same as comonads in B.

Example 4.6 (mnd_mnd_to_distr_law). Objects in m : Mnd(Mnd(B)) are distributive laws
between monads. To see why, observe that the object obm is a monad in B. In addition, we
can construct another monad m′ in B as follows.

• The object obm′ is obobm ;
• the endomorphism is m, which is a 1-cell from obobm to obobm ;
• the unit and multiplication are the underlying 2-cells of ηm and µm respectively.

The 2-cell cellm is the 2-cell of the distributive law, and the laws are the proofs that ηm and
µm are 2-cells in Mnd(B).

Example 4.7 (to_mixed_distr_law). Let B be a bicategory and suppose that we have a
monad l : Mnd(Mnd(Bco)co). Then l gives rise to a mixed distributive law in B [BLS11, PW02].
To see why, first note that we have a comonad obl in B, which we denote by c. In addition,
we have a monad m in B which is defined as follows.

• The object obm is defined to be obobl ;
• the endomorphism is defined to be l;
• the unit and multiplication are the underlying 2-cells of ηl and µl respectively.

Note that we have a 2-cell celll : c ·m ⇒ m · c, which is the underlying 2-cell of the mixed
distributive law. The laws follow from the fact that ηl and µl are 2-cells of monads.

We can also look at iterated distributive laws, which are monads in Mndn(B) [Che11].
Next we give two general constructions of monads. First of all, we consider the identity

monad: on every object x : B, we construct a monad idMnd(x). This construction gives rise
to a pseudofunctor idMnd : B → Mnd(B), which we construct using sections (Definition 2.13).

Problem 4.8. Given a bicategory B, to construct a section on dMnd(B).

Construction 4.9 (for Problem 4.8; mnd_section_disp_bicat). To construct the desired
section, we define the identity monad idMnd(x) for every x.

• The object is x;

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInStructuredCategories.html#make_mnd_univ_cat_with_terminal_obj
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInOp1Bicat.html
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInOp2Bicat.html
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.MonadsInMonads.html#mnd_mnd_to_distr_law
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.MixedDistributiveLaws.html#to_mixed_distr_law
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.PseudoFunctors.Examples.MonadInclusion.html#mnd_section_disp_bicat
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• the 1-cell is idx : x → x;
• the unit is ididx : idx ⇒ idx;
• the multiplication is λ : idx · idx ⇒ idx.

In the remainder, we only use the pseudofunctor arising from Constructions 2.15 and
4.9, and this pseudofunctor is denoted as idMnd : B → Mnd(B). Second, every monad
m : Mnd(B) gives rise to a monad of categories. We use this construction in Section 5.

Problem 4.10. Given a monad m in a bicategory B and an object w : B, to construct a
monad HomMndw(m) on B(w, obm).

Construction 4.11 (for Problem 4.10; mnd_to_cat_Monad). The monad HomMndw(m) is
defined as follows.

• The endofunctor is (− ·m)w : B(w, obm) → B(w, obm);
• for every f : w → obm, the unit is defined to be the following composition;

f f · idobm f ·mρ−1 f◁ηm

• for every f : w → obm, the multiplication is defined to be the following composition.

(f ·m) ·m f · (m ·m) f ·mα−1 f◁µm

Next we show that pseudofunctors preserve monads.

Problem 4.12. Given bicategories B1 and B2, a pseudofunctor F : B1 → B2, and a monad
m : Mnd(B1), to construct a monad F (m) : Mnd(B2).

Construction 4.13 (for Problem 4.12; psfunctor_on_mnd). The object of F (m) is F (obm)
while the 1-cell is F (m) : F (obm) → F (obm). The unit and multiplication are constructed
using the following pasting diagrams respectively.

F (obm) F (obm)

idF (obm)

F (m)

F (idobm )

Fi(obm)

F (ηm)

F (obm) F (obm)

F (m)·F (m)

F (m)

F (m·m)

Fc(m,m)

F (µm)

For a proof of the monad laws, we refer the reader to the formalization.

In fact, if we have a pseudofunctor F : B1 → B2, then we obtain a pseudofunctor
Mnd(F ) : Mnd(B1) → Mnd(B2).

Problem 4.14. Given a pseudofunctor F : B1 → B2, to construct a pseudofunctor Mnd(F ) :
Mnd(B1) → Mnd(B2).

Construction 4.15 (for Problem 4.14; lift_mnd_psfunctor). To construct the action
of Mnd(F ) on 1-cells, we suppose that we have monads m1,m2 : Mnd(B1) and a 1-cell
f : m1 → m2. We define a morphism Mnd(F )(f) : F (m1) → F (m2) as follows.

• We define morMnd(F )(f) to be F (f);

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.ToMonadInCat.html#mnd_to_cat_Monad
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.PsfunctorOnMonad.html#psfunctor_on_mnd
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.PsfunctorOnMonad.html#lift_mnd_psfunctor
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• we define cellMnd(F )(f) using the following pasting diagram.

F (obm2)

F (obm1) F (obm2)

F (obm1)

F (f) F (m2)

F (m1) F (f)

F (f ·m2)

F (m1·f)

Fc(f,m2)

Fc(m1,f)

F (cellf )

For the action on 2-cells, we assume that we have a 2-cell γ : f ⇒ g. Then data of the
2-cell Mnd(F )(γ) is defined to be F (cellγ). The identitor and compositor of Mnd(F ) are
inherited from F .

Next we show that monads can be composed if we have a distributive law between them.

Example 4.16 (compose_mnd). Suppose that we have a distributive law τ between monads
m1 and m2 (Example 4.6). Then we define a monad m1 ·Mnd m2 as follows.

• The object is obm1 (which is definitionally equal to obm2);
• the 1-cell is m1 ·m2;
• the unit is constructed as the following composition of 2-cells;

idobm1
idobm1

· idobm2
m1 · idobm2

m1 ·m2
λ−1 ηm1▷idobm1 m1◁ηm2

• the multiplication is the following composition of 2-cells.

(m1 ·m2) · (m1 ·m2) m1 · (m2 · (m1 ·m2)) m1 · ((m2 ·m1) ·m2)

m1 · ((m1 ·m2) ·m2) m1 · (m1 · (m2 ·m2)) (m1 ·m1) · (m2 ·m2)

m1 · (m2 ·m2) m1 ·m2

α−1 m1◁α

m1◁(τ▷m2)

m1◁α−1 α

µm1▷(m2·m2)

m1◁µm2

5. Eilenberg-Moore Objects

The second important concept in the formal theory of monads is the notion of Eilenberg-
Moore objects. An important property of monads in category theory is that every monad
gives rise to an adjunction. One can do this in two ways: either via Eilenberg-Moore
categories or via Kleisli categories. In this section, we study Eilenberg-Moore objects, which
characterize Eilenberg-Moore categories in bicategorical terms.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.Composition.html#compose_mnd


Vol. 21:1 THE FORMAL THEORY OF MONADS, UNIVALENTLY 16:17

Note that the terminology in this section is slightly differently compared to what was
used by Street [Str72]. Whereas Street would say that a bicategory admits the construction
of algebras, we follow [Kel89, LS02, PR91] and we say that a bicategory has Eilenberg-Moore
objects. Our notions are also formulated slightly differently, because we use Eilenberg-Moore
cones.

Definition 5.1 (em_cone). Let m be a monad in a bicategory B. An Eilenberg-Moore
cone for m consists of an object e : B together with a 1-cell idMnd(e) → m in Mnd(B).

More concretely, an Eilenberg-Moore cone e for a monad m consists of

• An object obe in B;
• a 1-cell more : obe → obm in B;
• a 2-cell celle : more ·m ⇒ idobe ·more in B

such that the following diagrams commute.

more more · idobm more ·m

idobe ·more

celle

more◁ηmρ−1

λ−1

more · (m ·m) more ·m

(more ·m) ·m (idobe ·more) ·m more ·m idobe ·more

α

celle▷m λ▷m celle

more◁µm

celle

If no confusion arises, we write e instead of obe.
To get some intution for Eilenberg-Moore cones, let us show that every monad m on a

category C gives rise to an Eilenberg-Moore cone.

Example 5.2 (eilenberg_moore_cat_cone). Given a monad m on a category C, we define
the Eilenberg-Moore category EM(m) of m as follows.

• The objects of EM(m) are pairs (x, f) of an object x : C and a morphism f : m(x) → x
such that ηm(x) · f = idx and µm(x) · f = m(f) · f . Such objects are also known as
algebras for the monad m.

• Morphisms from (x, f) to (y, g) are morphisms h : x → y such that f ·h = m(h) · g. These
are morphisms of algebras.

If C is a univalent, then EM(m) is univalent as well.
Note that we have a forgetful functor U : EM(m) → C, which sends every algebra (x, f)

to x. We also have a natural transformation τ : more · m ⇒ idobe ·more, which for every
algebra (x, f) is defined to be f . All in all, we get an Eilenberg-Moore cone e such that

• obe is defined to be EM(m);
• more is defined to be U ;
• celle is defined to be τ .

Next we look at the universal property of Eilenberg-Moore objects. Since Eilenberg-
Moore objects are examples of limits in bicategories [PR91], there are multiple methods
to express their universal property. A first possibility, which is used by Street, is to use
biadjunctions [Str72], and a second option is to write out explicit mapping properties.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#em_cone
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.Examples.BicatOfUnivCatsLimits.html#eilenberg_moore_cat_cone
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Alternatively, one could express the universal property as an adjoint equivalence on the
hom-categories. We consider each of these versions, and we show that they are equivalent.

Street’s definition expresses the universal property of Eilenberg-Moore objects as a right
biadjoint to the pseudofunctor idMnd : B → Mnd(B). This is in essence what we phrase in
the next definition.

Problem 5.3. Given an Eilenberg-Moore cone e for m and an object x, to construct a
functor EMFunctorx,e : B(x, e) → Mnd(B)(idMnd(x),m).

Construction 5.4 (for Problem 5.3; em_hom_functor). Suppose that we have a 1-cell
f : x → e in B. We construct the monad morphism EMFunctorx,e(f) as follows.

• The underlying morphism is f ·more.
• For the 2-cell (f ·more) ·m ⇒ idx ·(f ·more), we take

(f ·more) ·m f · (more ·m) f · (ide ·more) f ·more idx ·(f ·more).
α−1 f◁celle f◁λ λ−1

Given a 2-cell τ : f ⇒ g, the underlying cell of EMFunctorx,e(τ) : EMFunctorx,e(f) ⇒
EMFunctorx,e(g) is τ ▷ more.

Definition 5.5 (bicat_has_em). Let B be a bicategory and let m be a monad in B.
An Eilenberg-Moore cone e for m is called universal if for every object x the functor
EMFunctorx,e is an adjoint equivalence of categories. We say that a bicategory has Eilenberg-
Moore objects if for every monad m there is a universal Eilenberg-Moore cone.

Note that Definition 5.5 gives rise to a right biadjoint to idMnd via universal arrows
[Fio05]. We can verify directly that being universal is a proposition.

Proposition 5.6 (isaprop_is_universal_em_cone). Let B be a locally univalent bicategory
and let e be an Eilenberg-Moore cone for a monad m in B. The type that e is universal, is a
proposition.

Proof. Since B is locally univalent, both the domain and codomain of EMFunctorx,e are
univalent. From this, we get that the type that EMFunctorx,e is an adjoint equivalence, is a
proposition [AKS15, Lemma 6.8].

Another way to formulate the universality of an Eilenberg-Moore cone, is by using
Eilenberg-Moore categories. Here we simplify the formulation of universality: instead of
using hom-categories in the bicategory of monads, we use Eilenberg-Moore categories.

Problem 5.7. Given an Eilenberg-Moore cone e for a monad m and an object x : B, to
construct a functor EMFunctor′x,e : B(x, e) → EM(HomMndx(m)).

Construction 5.8 (for Problem 5.7; is_em_universal_em_cone_functor). First, we say
how EMFunctor′x,e acts on objects. Suppose that we have f : x → e. To define an
object of EM(HomMndx(m)), we first need to give a 1-cell h : x → obx. We define h as

x e obm
f more We also need to define a 2-cell τ : h ·m ⇒ h for which we take

(f ·more) ·m f · (more ·m) f · (idx ·more) f ·more
α−1 f◁celle f◁λ

Next we define the action on morphisms. Suppose that we have f, g : x → e and a 2-cell
θ : f ⇒ g. We need to construct a 2-cell f ·more ⇒ g ·more, for which we take θ ▷ more.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#em_hom_functor
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#bicat_has_em
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#isaprop_is_universal_em_cone
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#is_em_universal_em_cone_functor
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Proposition 5.9 (is_universal_em_cone_weq_is_em_universal_em_cone). Let e be an
Eilenberg-Moore cone in a locally univalent bicategory. Then e is universal if and only if for
every x the functor EMFunctor′x,e is an adjoint equivalence.

Proof. We only give a brief sketch of the proof. The main idea is that one can construct an
adjoint equivalence F from EM(HomMndx(m)) to Mnd(B)(idMnd(x),m) as depicted in the
following diagram.

B(x, e) EM(HomMndx(m))

Mnd(B)(idMnd(x),m)

EMFunctor′x,e

EMFunctorx,e

F

Note that this diagram commutes up to natural isomorphism. By the 2-out-of-3 property
for adjoint equivalences, we get that EMFunctor′x,e is an adjoint equivalence if and only if
EMFunctorx,e is. From that the desired statement follows.

Finally, universality can be formulated by stating concrete mapping properties, which
tell use how to construct 1-cells to Eilenberg-Moore objects. These properties are deduced
from the fact that every adjoint equivalence is split essentially surjective and fully faithful.
More precisely, an Eilenberg-Moore cone e is universal if and only if

(1) for every Eilenberg-Moore cone q there is a 1-cell EMmor(q) : q → e and an invertible
2-cell EMcom(q) : idMnd(EMmor(q)) ·more ⇒ morq in Mnd(B);

(2) for all 1-cells g1, g2 : q → e and 2-cells τ : idMnd(g1) ·more ⇒ idMnd(g2) ·more in Mnd(B),
there is a unique 2-cell EMcell(τ) such that idMnd(EMcell(τ)) ▷ more = τ .

Note that the type that expresses that an Eilenberg-Moore cone satisfies these universal
properties, is a proposition.

To see why we have such an equivalence, we first observe that a functor is an adjoint
equivalence if and only if it is split essentially and fully faithful. The first of these two
requirements corresponds to the essential surjectivity of EMFunctorx,e, and the second
corresponds to fully faithfulness.

Let us finish this section with some examples of Eilenberg-Moore objects.

Example 5.10 (has_em_bicat_of_univ_cats). The bicategory UnivCat has Eilenberg-
Moore objects. We showed in Example 5.2 how every monad m gives rise to an Eilenberg-
Moore cone via the Eilenberg-Moore category EM(m), so we only need to verify that this
cone is universal. For that we use the concrete universal properties, and we only prove the
universal property for 1-cells.

Suppose that we have a category C′, a functor F : C′ → C, and a natural transformation
τ : F ·m ⇒ F . We also assume that for every x : C′ the following equalities hold

ηm(F (x)) · τ(x) = idF (x), (5.1)

m(τ(x)) · τ(x) = µm(F (x)) · τ(x). (5.2)

Then we have a functor F : C ′ → EM(m). This functor sends every object x : C ′ to the
algebra (F (x′), τ(x)), which is indeed an algebra by our assumptions (Eqs. (5.1) and (5.2)).
The functor f sends every morphism f : x → x′ to F (f), which is a morphism of algebras
by the naturality of τ .

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.EilenbergMooreObjects.html#is_universal_em_cone_weq_is_em_universal_em_cone
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.Examples.BicatOfUnivCatsLimits.html#has_em_bicat_of_univ_cats
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Example 5.11 (has_em_univ_cat_with_terminal_obj). The bicategory UnivCatTerminal

has Eilenberg-Moore objects as well. If we have a monad m : Mnd(UnivCatTerminal), then
obm has a terminal object and m preserves terminal objects. Under these conditions, it
follows that the Eilenberg-Moore category of m has a terminal object. From this, we can
conclude that UnivCatTerminal indeed has Eilenberg-Moore objects.

For the next example, we write UnivCatV for the bicategory of univalent categories
enriched over a univalent monoidal category V [Wei24, Definition 2.5].

Example 5.12 (has_em_bicat_of_enriched_cats). Let V be a monoidal category with
equalizers and let m be a monad in UnivCatV. Then the Eilenberg-Moore category of m is
enriched in V. From this, we get that UnivCatV has Eilenberg-Moore objects.

One can also show that SymMonUnivCatco has Eilenberg-Moore objects. These are given
by Eilenberg-Moore categories of comonads.

6. Duality and Kleisli Objects

The goal of this section is to construct Eilenberg-Moore objects in UnivCatop. To do so, we
start by characterizing such objects via Kleisli objects. The definitions that we use in this
section, are dualized compared to Section 5.

Definition 6.1 (kleisli_cocone). Let B be a bicategory and let m be a monad in B. A
Kleisli cocone k for m in B consists of an object obk : B, a 1-cell mork : obm → obk in B,
and a 2-cell cellk : m ·mork ⇒ mork in B such that the following diagrams commute.

idobm ·mork m ·mork

mork

ηm▷mork

cellk
λ

(m ·m) ·mork m · (m ·mork) m ·mork

m ·mork mork

µm▷mork

α−1 m◁cellk

cellk

cellk

Definition 6.2 (has_kleisli_ump). A Kleisli cocone k is said to be universal if the
following conditions are satisfied.

• For every Kleisli cocone q there is a 1-cell Klmor(q) : obk → obq and an invertible 2-cell
Klcom(q) : mork · Klmor(q) ⇒ morq such that the following diagram commutes.

m · (mork · Klmor(q)) m ·morq

(m ·mork) · Klmor(q) mork · Klmor(q) morq

m◁Klcom(q)

α

cellk▷Klmor(q) Klcom(q)

cellq

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.Examples.LimitsStructuredCategories.html#has_em_univ_cat_with_terminal_obj
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.Examples.BicatOfEnrichedCatsLimits.html#has_em_bicat_of_enriched_cats
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Colimits.KleisliObjects.html#kleisli_cocone
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Colimits.KleisliObjects.html#has_kleisli_ump
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• Suppose that we have an object x : B, two 1-cells g1, g2 : obk → x, and a 2-cell τ :
mork · g1 ⇒ mork · g2 such that the following diagram commutes.

m · (mork · g1) (m ·mork) · g1 mork · g1

m · (mork · g2) (m ·mork) · g2 mork · g2

α cellk▷g1

τm◁τ

α cellk▷g2

Then there is a unique 2-cell Klcell(τ) : g1 ⇒ g2 such that cellk ◁ Klcell(τ) = τ .

A Kleisli object is a universal Kleisli cocone. We say that a bicategory has Kleisli objects
if there is a Kleisli object for every monad m.

Let us establish some basic facts about Kleisli objects.

Proposition 6.3 (isaprop_has_kleisli_ump). In a locally univalent bicategory B the type
that a Kleisli cocone is universal, is a proposition.

Proposition 6.4 (op1_has_em). If B has Kleisli objects, then Bop has Eilenberg-Moore
objects.

As such, to find Eilenberg-Moore objects in UnivCatop, we need to find Kleisli objects
in UnivCat. However, before we look at those, we look at Kleisli objects in Cat. These are
constructed via the usual definition of Kleisli categories.

Problem 6.5. To construct Kleisli objects in Cat.

Construction 6.6 (for Problem 6.5; bicat_of_cats_has_kleisli). Recall that given a
monad m on a category C, the Kleisli category K(m) is defined to be the category whose
objects are x : C and whose morphisms from x : C to y : C are morphisms x → m(y). Note
that we have a functor F : C → K(m): it sends objects x to x and morphisms f : x → y to

x y m(y).
f ηm(y)

We also have a natural transformation m · F ⇒ F , which is the

identity on every object x. As such, we have a Kleisli cocone. This cocone is universal, and
for a proof we refer the reader to the formalization.

Note that even if C is required to be univalent, the Kleisli category K(m) is not necessarily
univalent. As such, to obtain Kleisli objects in UnivCat, we need to use an alternative
definition for the Kleisli category [ANST21]. First, we define a functor FAlgm : C → EM(m)
which sends objects x : C to the algebra µm(x) : m(m(x)) → m(x) and morphisms f : x → y
to m(f) : m(x) → m(y). Note that this 1-cell can actually be defined in arbitrary bicategories
(see Section 7). By taking the full image of this functor, we obtain the category Kleisli(m).

• Objects of Kleisli(m) are pairs y : C together with a proof of ∥
∑

(x : C),m(x) ∼= y∥.
• Morphisms from y1 : Kleisli(m) to y2 : Kleisli(m) are morphisms y1 → y2 in C.

If C is univalent, then EMUnivCat(m) is univalent, and thus Kleisli(m) is so as well.

Problem 6.7. To construct a fully faithful essentially surjective functor inclm : K(m) →
Kleisli(m).

Construction 6.8 (for Problem 6.7; functor_to_kleisli_cat). The functor inclm sends
every object x : K(m) to FAlgm(x), which is indeed in the image of FAlgm. Morphisms

f : x → m(y) are sent to m(x) m(m(y)) m(y).
m(f) µm(y)

A proof that this functor is

both essentially surjective and fully faithful can be found in the formalization.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Colimits.KleisliObjects.html#isaprop_has_kleisli_ump
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Limits.Examples.OpMorBicatLimits.html#op1_has_em
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Colimits.Examples.BicatOfCatsColimits.html#bicat_of_cats_has_kleisli
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.CategoryTheory.categories.KleisliCategory.html#functor_to_kleisli_cat
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In univalent foundations, not every functor that is both fully faithful and essentially
surjective is automatically an adjoint equivalence as well. This statement only holds if the
domain is univalent. For this reason, the categories K(m) and Kleisli(m) are not necessarily
equivalent. However, we can still use the functor inclm to deduce the universal property of
Kleisli(m). For that, we use Theorem 8.4 in [AKS15].

Proposition 6.9 (precomp_adjoint_equivalence). Let F : C1 → C2 be a fully faithful
and essentially surjective functor, and suppose that C3 is a univalent category. Then the
functor (F · −)C3 : CC2

3 → CC1
3 , given by precomposition with F , is an adjoint equivalence.

Problem 6.10. To construct Kleisli objects in UnivCat.

Construction 6.11 (for Problem 6.10; bicat_of_univ_cats_has_kleisli). We only show
how to construct the required 1-cells. Suppose that we have a Kleisli cocone q in UnivCat.
Note that q also is a Kleisli cocone in Cat, and as such, we get a functor Klmor(q) : K(m) → obq.
By Proposition 6.9, we now get the desired functor Kleisli(m) → obq.

Note that similar techniques can be used to construct Kleisli objects of enriched categories
[Wei24]. More specifically, for enriched categories one can prove a universal property for
the Rezk completion analogous to Proposition 6.9. In addition, one equip both K(m) and
Kleisli(m) with an enrichment if m is an enriched monad, and one can show that inclm is an
enriched functor. One can then follow Construction 6.11 to construct Kleisli objects in the
bicategory of enriched categories.

7. Monads and Adjunctions

The cornerstone of the theory of monads is the relation between monads and adjunctions.
More specifically, every adjunction gives rise to a monad and vice versa. This was generalized
by Street to 2-categories that have Eilenberg-Moore objects [Str72]. In this section, we prove
these theorems, and to do so, we start by recalling adjunctions in bicategories.

Definition 7.1 (adjunction). An adjunction l ε
η
r in a bicategory B consists of

• objects x and y;
• 1-cells l : x → y and r : y → x;
• 2-cells η : idx ⇒ l · r and ε : r · l ⇒ idy

such that the following 2-cells are identities

l idx ·l (l · r) · l l · (r · l) l · idy lλ−1 η▷l α−1 l◁ε ρ

r r · idx r · (l · r) (r · l) · r idy ·r r
ρ−1 r◁η α ε▷r λ

Our notation for adjunctions is taken from [DLL19]. The two coherences in Definition 7.1
are called the triangle equalities. As expected, adjunctions internal to UnivCat correspond to
adjunctions of categories [ML13]. This is because the unitors and associators in UnivCat are
pointwise the identity, so the triangle equalities in Definition 7.1 reduce to the usual ones.

Example 7.2. We characterize adjunctions in Bop and Bco as follows.

• (op1_left_adjoint_to_right_adjoint) Every adjunction l ε
η

r in B gives rise to an

adjunction r ε
η
l in Bop and vice versa.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.CategoryTheory.PrecompEquivalence.html#precomp_adjoint_equivalence
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Colimits.Examples.BicatOfUnivCatsColimits.html#bicat_of_univ_cats_has_kleisli
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Adjunctions.html#adjunction
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Examples.MorphismsInOp1Bicat.html#op1_left_adjoint_to_right_adjoint
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• (op2_left_adjoint_to_right_adjoint) Every adjunction l ε
η

r in B gives rise to an

adjunction r η
ε
l in Bco and vice versa.

Example 7.2 can be strengthened by using the terminology of left adjoints and right
adjoints. Given a 1-cell f : x → y, the type LeftAdjB(f) says that we have r,η, and ε such

that we have an adjunction l ε
η
r. The type RightAdjB(f) is defined analogously. Now we

can reformulate Example 7.2 as follows: we have equivalences LeftAdjBop(f) ≃ RightAdjB(f)
and LeftAdjBco(f) ≃ RightAdjB(f) of types.

Next we look at displayed adjunctions, which we use to obtain adjunctions in total
bicategories [AFM+22]. This notion is used to characterize adjunctions in bicategories such
as UnivCatTerminal and SymMonUnivCat.

Definition 7.3 (disp_adjunction). Let B be a bicategory and let D be a displayed

bicategory over B. A displayed adjunction over an adjunction l ε
η

r where l : x → y
consists of

• objects x : Dx and y : Dy;

• displayed morphisms l : x
l−→ y and r : y

r−→ x;

• displayed 2-cells η : idx
η
=⇒ l · r and ε : r · l ε

=⇒ idx.

We also require some coherences and those can be found in the formalization. We denote

this data by l ε

η
r.

Problem 7.4. Given a displayed adjunction l ε

η
r in a displayed bicategory D over l ε

η
r,

to construct an adjunction
∫
l ε

η
r in

∫
D.

Construction 7.5 (for Problem 7.4; left_adjoint_data_total_weq). The left adjoint to∫
l ε

η
r is (l, l), the right adjoint is (r, r), the unit is (η, η), and the counit is (ε, ε).

Example 7.6 (disp_adj_weq_preserves_terminal). Adjunctions in UnivCatTerminal are

given by an adjunction l ε
η
r in UnivCat such that l preserves terminal objects. Note that r

automatically preserves terminal objects, because r is a right adjoint.

Analogously, we characterize adjunctions in SymMonUnivCat. Now we have developed
enough to state and prove the core theorems of the formal theory of monads [Str72]. These
theorems relate adjunctions and monads, and we first prove that every adjunction gives rise
to a monad.

Problem 7.7. Given an adjunction l ε
η
r, to construct a monad AdjToMnd(l ε

η
r).

Construction 7.8 (for Problem 7.7; mnd_from_adjunction). Let an adjunction l ε
η
r be

given where l : x → y. We define the monad AdjToMnd(l ε
η
r) as follows.

• Its object is x;
• the endomorphism is l · r : x → x;
• the unit is η : idx → l · r;
• for the multiplication, we use the following composition of 2-cells

(l · r) · (l · r) l · (r · (l · r)) l · ((r · l) · r) l · (idy ·r) l · rα−1 l◁α l◁(ε▷r) l◁λ

The proofs of the necessary equalities can be found in the formalization.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Examples.MorphismsInOp2Bicat.html#op2_left_adjoint_to_right_adjoint
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispAdjunctions.html#disp_adjunction
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.DisplayedBicats.DispAdjunctions.html#left_adjoint_data_total_weq
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Examples.MorphismsInStructuredCat.html#disp_adj_weq_preserves_terminal
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.Examples.AdjunctionToMonad.html#mnd_from_adjunction
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Since by Examples 7.2 and 4.5 adjunctions and monads in Bco correspond to adjunctions
and comonads in B respectively, we get that every adjunction in B induces a comonad by
Construction 7.8. Next we look at the converse: obtaining adjunctions from monads. For
this, we need to work in a bicategory with Eilenberg-Moore objects. We show that every
monad m gives rise to an adjunction and that the monad coming from this adjunction is
equivalent to m.

Problem 7.9. Given a bicategory B with Eilenberg-Moore objects and a monad m in B,
to construct an adjunction MndToAdj(m) and an adjoint equivalence MndEquiv(m) between
AdjToMnd(MndToAdj(m)) and m.

Construction 7.10 (for Problem 7.9; mnd_to_adjunction). The right adjoint is the 1-cell
more : obm → EMB(m). For the left adjoint, we need to define a 1-cell FAlgm : EMB(m) →
obm, and we use the universal property of Eilenberg-Moore objects for that. We construct a
cone q as follows.

• The object is obm;
• the morphism is m;

• the 2-cell is m ·m m idobm ·m.
µm λ−1

We define FAlgm as EMmor(q). The unit of the desired adjunction is defined as follows.

idobm m FAlgm ·more
ηm EMcom(q)−1

For the counit we use the universal property of Eilenberg-Moore objects. More specifically,
we have two 1-cells e → e, namely FAlgm · more and ide, and to obtain the desired 2-cell
more · FAlgm ⇒ ide, we need to construct a 2-cell

τ : idMnd(more · FAlgm) ·more ⇒ idMnd(ide) ·more

in the bicategory of monads. We only describe how to construct the underlying 2-cell of τ .
For this, we need to construct a 2-cell θ : (more · FAlgm) ·more ⇒ ide ·more in B. We define θ
as the following composition of 2-cells.

(more · FAlgm) ·more more · (FAlgm ·more) more ·m ide ·more
α−1 more◁EMcom(q) celle

To construct MndEquiv(m), we use Proposition 3.7. Hence, it suffices to construct a
monad morphism G : AdjToMnd(MndToAdj(m)) → m whose underlying 1-cell and 2-cell are
an adjoint equivalence and invertible respectively. We define G as follows.

• The underlying 1-cell is idobm : obm → obm.
• For the underlying 2-cell, we take

idobm ·m m FAlgm ·more (FAlgm ·more) · idobm
λ EMcom(q) ρ−1

Note that we can instantiate Construction 7.10 to several concrete instances.

• Since UnivCat has Eilenberg-Moore objects by Example 5.10, we get the usual construction
of adjunctions from monads via Eilenberg-Moore categories.

• Since UnivCatop has Eilenberg-Moore objects by Construction 6.11, every monad gives
rise to an adjunction via Kleisli categories.

One can also show that SymMonUnivCatco has Eilenberg-Moore objects, and thus every
comonad of symmetric monoidal categories gives rise to an adjunction.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Monads.MonadToAdjunction.html#mnd_to_adjunction
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8. Monadic Adjunctions

By Construction 7.10 we have an equivalence AdjToMnd(MndToAdj(m)) ≃ m for ev-

ery monad m. However, it not the case that every adjunction l ε
η

r is equivalent to

MndToAdj(AdjToMnd(l ε
η
r)). Monadic adjunctions are the adjunctions for which we do

have such an equivalence.

Problem 8.1. Given an adjunction l ε
η
r where l : x → y in a bicategory B with Eilenberg-

Moore objects, to construct a 1-cell Comparison(l ε
η
r) : y → EMB(AdjToMnd(l ε

η
r)).

Construction 8.2 (for Problem 8.1; comparison_mor). We use the universal property of
Eilenberg-Moore objects, and we construct a cone q as follows.

• The object is y;
• the 1-cell is r : y → x;

• the 2-cell is r · (l · r) (r · l) · r idy ·rα ε▷r
.

Note that the object and 1-cell of AdjToMnd(l ε
η

r) are x and l · r respectively. Now we

define Comparison(l ε
η
r) to be EMmor(q).

Definition 8.3 (is_monadic). An adjunction l ε
η
r in a bicategory B with Eilenberg-Moore

objects is called monadic if the 1-cell Comparison(l ε
η
r) is an adjoint equivalence.

The following proposition follows directly, because in locally univalent bicategories the
type that a 1-cell is an adjoint equivalence, is a proposition [AFM+22, Proposition 3.11].

Proposition 8.4 (isaprop_is_monadic). Let B be a locally univalent bicategory. Then for

each adjunction l ε
η
r the type expressing that l ε

η
r is monadic, is a proposition.

Next we look at a representable version of this definition. More specifically, we define
monadic 1-cells using monadic functors in UnivCat. To do so, we first show that every
adjunction gives rise to an adjunction on the hom-categories.

Problem 8.5. Given l ε
η
r where l : x → y and an object w, to construct an adjunction

HomAdjw(l ε
η
r) between B(w, x) and B(w, y).

Construction 8.6 (for Problem 8.5; left_adjoint_to_adjunction_cat). The left adjoint
is (− · l)w, while the right adjoint is (− · r)w. For the unit, we need to construct natural
2-cells f ⇒ (f · l) · r, and for which we take

f f · idy f · (l · r) (f · l) · rρ−1 f◁η α

For the counit, we construct natural 2-cells (f · r) · l, which are defined as follows.

(f · r) · l f · (r · l) f · idy fα−1 f◁ε ρ

Definition 8.7 (is_monadic_repr). An adjunction l ε
η
r in a locally univalent bicategory

is called representably monadic if for every w ∈ B the adjunction HomAdjw(l ε
η
r) is a

monadic 1-cell in UnivCat.

Note that we require the bicategory in Definition 8.7 to be locally univalent, so that
each hom-category lies in UnivCat. By Proposition 8.4 the type that a 1-cell is representably
monadic, is a proposition. Now we show that these two notions of monadicity are equivalent.
We first prove the following lemma.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Monadic.html#comparison_mor
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Monadic.html#is_monadic
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Monadic.html#isaprop_is_monadic
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Properties.AdjunctionsRepresentable.html#left_adjoint_to_adjunction_cat
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Monadic.html#is_monadic_repr
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Lemma 8.8 (left_adjoint_equivalence_weq_left_adjoint_equivalence_repr). A 1-
cell f : x → y in a bicategory B is an adjoint equivalence if and only if for all w : B the
functor (− · f)w is an adjoint equivalence of categories.

Proof. Suppose, we have a adjoint equivalence f : x ≃ y and let w : B. By Construction 8.6,

we obtain an adjunction HomAdjw(l ε
η
r) between B(w, x) and B(w, y) whose right adjoint is

(−·f)w. Since the unit and counit of f are invertible, the unit and counit of HomAdjw(l ε
η
r)

are invertible as well, and thus we get the desired adjoint equivalence.
Next suppose that for every w the functor (− · f)w is an adjoint equivalence. For every

w, we denote its right adjoint by Rw : B(w, y) → B(w, x), its unit by ηw : Rw · (− · f)w ⇒ id,

and its counit by εw : id ⇒ (− · f)w ·Rw. Now we show that f is an adjoint equivalence

• The right adjoint is Ry(idy) : B(y, x).

• The unit is ηw(idy) : Ry(idy) · f ⇒ idy.
• For the counit, we use the following composition

f ·Ry(idy) Rx((f ·Ry(idy)) · f) Rx(f · (Ry(idy) · f))

Rx(f · idy) Rx(f) Rx(idx ·f) idx

ηx(f ·Ry(idy)) Rx(α−1)

Rx(f◁ηy(idy))

Rx(ρ) Rx(λ−1) η−1
x (idx)

Since both the unit and counit are invertible, f is indeed an adjoint equivalence.

Theorem 8.9 (is_monadic_repr_weq_is_monadic). An adjunction is monadic if and only
if it is representably monadic.

Proof. Suppose that we have an adjunction l ε
η
r and that we have w : B. First, we note

that we have a monad on B(w, y), namely m := HomMndw(HomAdjw(l ε
η
r)). We denote

the comparison cell Comparison(HomAdjw(l ε
η
r)) by F .

We also have a functor (− · Comparison(l ε
η
r))w : B(w, y) → B(w,EMB(m

′)), which we

denote by G. We write m′ for the monad HomMndw(m), and recall that by Proposition 5.9
we have an adjoint equivalence from B(w,EMB(m

′)) to EM(HomMndw(m)). Denote this

equivalence by H. There also is a functor K : EM(m′) → EM(m) and a natural isomorphism
τ : F · (H ·K) ∼= G: their precise definition can be found in the formalization.

As such, we have the following diagram for every w : B:

B(w, y) EM(m)

B(w,EMB(m
′)) EM(m′)

G

F

H

K
τ

Since both H and K are adjoint equivalences, we deduce that F is an adjoint equivalence if

and only if G is. As such, if l ε
η
r is representably monadic, then F is an adjoint equivalence

and thus G is an adjoint equivalence. From Lemma 8.8 we get that l ε
η
r is monadic. For the

converse, we use the same argument: if l ε
η
r is monadic, then G is an adjoint equivalence.

Hence, F is an adjoint equivalence as well, so l ε
η
r is representably monadic.

https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Properties.AdjunctionsRepresentable.html#left_adjoint_equivalence_weq_left_adjoint_equivalence_repr
https://nmvdw.github.io/FormalTheoryOfMonadsUnivalently/UniMath.Bicategories.Morphisms.Monadic.html#is_monadic_repr_weq_is_monadic
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9. Conclusion

We translated Street’s formal theory of monads to a univalent setting in this paper. We saw
that it provides a good setting to study monads in univalent foundations, because it allows
us to prove the core theorems in arbitrary bicategories instead of only for categories. For
that reason, it helps us with concrete problems, such as constructing an adjunction from a
monad using the univalent version of the Kleisli category. This is because one only needs to
prove a universal property instead of reproducing the whole construction of the adjunction.
By now the work in this paper has been applied to enriched categories to construct Kleisli
categories of enriched categories [Wei24].

There are numerous ways to continue this line of research. One result that is missing,
is Theorem 12 from Street’s paper [Str72]. In addition, the work in this setting provides
a framework in which one can study numerous applications, such as models of linear logic
[AMvW24, Ben94, Mel09], Moggi-style semantics [Mog91], call-by-push-value [Lev12], and
the enriched effect calculus [EMS14]. Formalizing these applications would be a worthwhile
extension, and they would require one to formalize more examples, such as symmetric
monoidal categories. Finally, one could study extensions of the formal theory to a wider
class of monads, such as graded monads [FKM16] or relative monads [AM24].
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