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ABSTRACT. Jumping automata are finite automata that read their input in a non-sequential
manner, by allowing a reading head to “jump” between positions on the input, consuming
a permutation of the input word. We argue that allowing the head to jump should incur
some cost. To this end, we propose four quantitative semantics for jumping automata,
whereby the jumps of the head in an accepting run define the cost of the run. The four
semantics correspond to different interpretations of jumps: the absolute distance semantics
counts the distance the head jumps, the reversal semantics counts the number of times
the head changes direction, the Hamming distance measures the number of letter-swaps
the run makes, and the mazimum jump semantics counts the maximal distance the head
jumps in a single step,

We study these measures, with the main focus being the boundedness problem: given a
jumping automaton, decide whether its (quantitative) language is bounded by some given
number k. We establish the decidability and complexity for this problem under several
variants.

1. INTRODUCTION

Traditional automata read their input sequentially. Indeed, this is the case for most state-
based computational models. In some settings, however, we wish to abstract away the order
of the input letters. For example, when the input represents available resources, and we
only wish to reason about their quantity. From a more language-theoretic perspective, this
amounts to looking at the commutative closure of languages, a.k.a. their Parikh image. To
capture this notion in a computation model, Jumping Automata (JFAs) were introduced
in [MZ12]. A jumping automaton may read its input in a non-sequential manner, jumping
from letter to letter, as long as every letter is read exactly once. Several works have studied
the algorithmic properties and expressive power of these automata [FPS15, FPSV17, Vorl8,
FHY21, LPS14, AY23].

While JFAs are an attractive and simple model, they present a shortcoming when
thought of as model for systems, namely that the abstraction of the order may be too coarse.
More precisely, the movement of the head can be thought of as a physical process of accessing
the input storage of the JFA. Then, sequential access is the most basic form of access and
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can be considered “cheap”, but allowing the head to jump around is physically more difficult
and therefore should incur a cost.

To address this, we present four quantitative semantics for JFAs, whereby a JFA
represents a function from words to costs, which captures how expensive it is to accept a
given word with respect to the head jumps. The different semantics capture different aspects
of the cost of jumps, as follows.

Consider a JFA A and a word w, and let p be an accepting run of A on w. The run p
specifies the sequence of states and indices visited in w. We first define the cost of individual
runs.

e In the Absolute Distance semantics (ABS), the cost of p is the sum of the lengths of jumps
it makes.

e In the Reversal semantics (REV), the cost of p is the number of times the reading head
changes its direction (i.e., moving from right to left or from left to right).

e In the Hamming semantics (HAM), we consider the word w’ induced by p, i.e., the order of
letters that p reads. Then, the cost of p is the number of letters where w’ differs from w.

e In the Mazimum Jump semantics (MAX), the cost of p is the maximal length of a jump
that it makes.

We then define the cost of the word w in A according to each semantics, by taking the run
that minimizes the cost.

Thus, we lift JFAs from a Boolean automata model to the rich setting of quantitative
models [Bok21, AK11, CDH10, DKV(9]. Unlike other quantitative automata, however,
the semantics in this setting arise naturally from the model, without an external domain.
Moreover, the definitions are naturally motivated by different types of memory access, as
we now demonstrate. First, consider a system whose memory is laid out in an array (i.e.,
a tape), with a reading head that can move along the tape. Moving the head requires
some energy, and therefore the total energy spent reading the input corresponds to the ABS
semantics. It may be the case, however, that moving the head over several cells requires
some mechanical change in the way the memory works, but that once a jump over k cells
has been implemented, its cost is no more than any other jump. The, the cost measures the
largest jump that needs to be taken. This is captured by the MAX semantics.

Next, consider a system whose memory is a spinning disk (or a sliding tape), so that
the head stays in place and the movement is of the memory medium. Then, it is cheap to
continue spinning in the same direction', and the main cost is in reversing the direction,
which requires stopping and reversing a motor. Then, the REV semantics best captures the
cost.

Finally, consider a system that reads its input sequentially, but is allowed to edit its
input by replacing one letter with another, such that at the end the obtained word is a
permutation of the original word. This is akin to edit-distance automata [Moh02, FGW23]
under a restriction of maintaining the amount of resources. Then, the minimal edits required
correspond to the HAM semantics.

Example 1.1. Counsider a (standard) NFA A for the language given by the regular expression
(ab)* (the concrete automaton chosen is irrelevant, see Remark 3.5). As a JFA, A accepts
a word w if and only if w has an equal number of a’s and b’s. To illustrate the different
semantics, consider the words w; = ababbaab and wy = ababbaba, obtained from (ab)* by

LWe assume that the head does not return back to the start by continuing the spin, but rather reaches
some end.
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flipping the third ab pair (w;) and the third and fourth pairs (wz). As we define in Section 3,
we think of runs of the JFA A as if the input is given between end markers at indices 0 and
n + 1, and the jumping run must start at 0 and end in n 4 1, respectively.

e In the ABs semantics, the cost of wi, denoted A,ps(w1), is 2: the indices read by the head
are 0,1,2,3,4,6,5,7,8,9, so there are two jumps of cost 1: from 4 to 6 and from 5 to 7.
Similarly, we have A,ps(w2) = 4, e.g., by the sequence 0,1,2,3,4,6,5,8,7,9, which has
two jumps of cost 1 (4 to 6 and 7 to 9), and one jump of cost 2 (5 to 8). (formally, we
need to prove that there is no better run, but this is not hard to see).

e In the REV semantics, we have Aggy(w1) = 2 by the same sequence of indices as above, as
the head performs two “turns”, one at index 6 (from — to <) and one at 5 (from « to
—). Here, however, we also have Aggpy(w2) = 2, using the sequence 0,1,2,3,4,6,8,7,5,9,
whose turning points are 8 and 5.

e In the HAM semantics we have Ay (wy) = 2 and Ay (w2) = 4, since we must change
the letters in all the flipped pairs for the words to be accepted.

e In the MAX semantics, we have Ay x(w1) = 1, by the same sequence of indices as in the
ABS semantics, as there are two jumps of cost 1 and so the maximum is 1. For wy we have
Ayax(wi1) = 2, also by the same sequence as the ABS semantics. (again, we need to show
that the sequence is optimal).

Example 1.2. Consider now an NFA B for the language given by the regular expression
a*b*. Note that as a JFA, B accepts {a,b}*, since every word in {a,b}* can be reordered to
the form a*b*.

Observe that in the REV semantics, for every word w we have Brgy(w) < 2, since at the
worst case B makes one left-to-right pass to read all the a’s, then a right-to-left pass to read
all the b’s, and then jump to the right end marker, and thus it has two turning points. In
particular, Bggy is bounded.

However, in the ABS, HAM and MAX semantics, the costs can become unbounded. Indeed,
in order to accept words of the form b"a", in the ABS and MAX semantics the head must
first jump over all the 5", incurring a high cost, and for the HAM semantics, all the letters
must be changed, again incurring a high cost.

Related work. Jumping automata were introduced in [MZ12]. We remark that [MZ12]
contains some erroneous proofs (e.g., closure under intersection and complement, also pointed
out in [FPSV17]). The works in [FPS15, FPSV17] establish several expressiveness results on
jumping automata, as well as some complexity results. In [Vorl8] many additional closure
properties are established. An extension of jumping automata with a two-way tape was
studied in [FHY21], and jumping automata over infinite words were studied by the first
author in [AY23].

When viewed as the commutative image of a language, jumping automata are closely
related to Parikh Automata [KR03, CFM12b, CFM12a, GJLZ22|, which read their input and
accept if a certain Parikh image relating to the run belongs to a given semilinear set (indeed,
we utilize the latter in our proofs). Another related model is that of symmetric transducers
— automata equipped with outputs, such that permutations in the input correspond to
permutations in the output. These were studied in [Alm20] in a jumping-flavour, and
in [ANA22] in a quantitative k-window flavour.
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More broadly, quantitative semantics have received much attention in the past two
decades, with many motivations and different flavors of technicalities. We refer the reader
to [Bok21, DKV09] and the references therein.

Contribution and paper organization. Our contribution consists of the introduction of
the four jumping semantics, and the study of decision problems pertaining to them (defined
in Section 3). Our main focus is the boundedness problem: given a JFA A, decide whether
the function described by it under each of the semantics is bounded by some constant k. We
establish the decidability of this problem for all the semantics, and consider the complexity
of some fragments. More precisely, we consider several variants of boundedness, depending
on whether the bound is a fixed constant, or an input to the problem, and on whether the
jumping language of A is universal. Our complexity results are summarized in Table 1.

Our paper is organized as follows: the preliminaries and definitions are given in Sec-
tions 2 and 3. Then, each of Sections 4 to 7 studies one of the semantics, and follows
the same structure: we initially establish that the membership problem for the semantics
is NP-complete. Then we characterize the set of words whose cost is at most k using a
construction of an NFA. For the ABS, REV, and HAM semantics, these constructions differ
according to the semantics, and involve some nice tricks with automata, but are technically
not hard to understand. In contrast, the construction for MAX is significantly more involved
(see Section 7). We note that these constructions are preceded by crucial observations
regarding the semantics, which allow us to establish their correctness. Next, in Section 8
we give a complete picture of the interplay between the different semantics (using some of
the results established beforehand). In particular, we show the difficulty in working with
the MAX semantics (see Example 8.6). Finally, in Section 9 we discuss some exciting open
problems.

k-BND ParRaAM-BND  UN1v-k-BND UNIV-PARAM-BND

unary binary

ABS Decidable Decidable PSPACE EXPSPACE 2-EXPSPACE
PSPACE-h PSPACE-h < PSPACE-h PSPACE-h

. Decidable Decidable PSPACE EXPSPACE 2-EXPSPACE

REV PSPACE-h  PSPACE-h ©  PSPACE-h  PSPACE-h
Decidable Decidable EXPSPACE

HAM  bopACE.h  PSPACE-h  FoPACEc  PSPACE-C popaceh
axt Decidable Decidable PSPACE EXPSPACE 2-EXPSPACE
PSPACE-h PSPACE-h - PSPACE-h PSPACE-h

Table 1: Complexity results of the various boundedness problems for the four semantics. The
complexity of membership is NP-complete for all the semantics. The “Decidable”
entries depend on the complexity of the containment problem for Parikh Automata.
(t) — for the MmAX semantics, PSPACE-hardness is only for k = 0.
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2. PRELIMINARIES AND DEFINITIONS

For a finite alphabet ¥ we denote by ¥* the set of finite words over . For w € ¥* we denote
its letters by w = wy - - - wy, and its length by |w| = n. In the following, when discussing
sets of numbers, we define min () = co.

Automata. A nondeterministic finite automaton (NFA) is a 5-tuple A = (X, Q, §, Qo, a)
where ¥ is a finite alphabet, Q is a finite set of states, § : Q x ¥ — 29 is a nondeterministic
transition function, Qg C @ is a set of initial states, and a C @ is a set of accepting states.
A run of A on a word w = wyws ... w, is a sequence p = qo, q1, - - -, ¢, such that gy € Qo
and for every 0 < i < n it holds that ¢;+1 € 0(g;, w;+1). The run p is accepting if ¢, € a.
A word w is accepted by A if there exists an accepting run of A on w. The language of A,
denoted £(A), is the set of words accepted by A.

Permutations. Let n € N. The permutation group S, is the set of bijections (i.e. permuta-
tions) from {1, ...,n} to itself. S,, forms a group with the function-composition operation
and the identity permutation as a neutral element. Given a word w = w;---w, and a
permutation © € Sy, we define m(w) = w1y Wr(y). For example, if w = abed and
1 2 4 . . .
= <3 4 ;’ 1 then m(w) = cdba. We usually denote permutations in one-line form,
e.g., m is represented as (3,4,2,1). We say that a word y is a permutation of z, and we write
x ~ y if there exists a permutation 7 € S|, such that 7(z) = y.

Jumping Automata. A jumping automaton is syntactically identical to an NFA, with
the semantic difference that it has a reading head that can “jump” between indices of the
input word. An equivalent view is that a jumping automaton reads a (nondeterministically
chosen) permutation of the input word.

Formally, consider an NFA A. We view A as a jumping finite automaton (JFA) by
defining its jumping language J(A) ={w € ¥* | Ju e . w~uAu € £(A)}.

Since our aim is to reason about the manner with which the head of a JFA jumps, we
introduce a notion to track the head along a run. Consider a word w of length n and a JFA
A. A jump sequence is a vector a = (ag, a1, as,...,an,ap+1) where ag =0, apy; =n+1
and (a1, asz,...,a,) € S,. We denote by J,, the set of all jump sequences of size n + 2.

Intuitively, a jump sequence a represents the order in which a JFA visits a given word
of length n. First it visits the letter at index a;, then the letter at index as and so on. To
capture this, we define way = wq, W, - - - Wq, . Observe that jump sequences enforce that the
head starts at position 0 and ends at position n + 1, which can be thought of as left and
right markers, as is common in e.g., two-way automata.

An alternative view of jumping automata is via Parikh Automata (PA) [KR03, CFM12a].
The standard definition of PA is an automaton whose acceptance condition includes a
semilinear set over the transitions. To simplify things, and to avoid defining unnecessary
concepts (e.g., semilinear sets), for our purposes, a PA is a pair (A,C) where A is an
NFA over alphabet ¥, and C is a JFA over ¥. Then, the PA (A,C) accepts a word w if
w € L£(A)NJ(C). Note that when £(.A) = £*, then the PA coincides with J(C). Our usage
of PA is to obtain the decidability of certain problems. Specifically, from [KR03] we have
that emptiness of PA is decidable.
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3. QUANTITATIVE SEMANTICS FOR JFAs

In this section we present and demonstrate the three quantitative semantics for JFAs.
We then define the relevant decision problems, and lay down some general outlines to
solving them, which are used in later sections. For the remainder of the section fix a JFA

A = <E7 Q7 57 QO; O[>.

3.1. The Semantics.
The Absolute-Distance Semantics. In the absolute-distance semantics, the cost of a run
(given as a jump sequence) is the sum of the sizes of the jumps made by the head. Since we
want to think of a sequential run as a run with 0 jumps, we measure a jump over k letters
as distance k — 1 (either to the left or to the right). This is captured as follows.

For k € Z, define [k] = |k| — 1. Consider a word w € ¥* with |w| = n, and let
a = (ag,a1,0az,...,an,an41) be a jump sequence, then we lift the notation above and write

[a] = 327 [ai — aia].

Definition 3.1 (Absolute-Distance Semantics). For a word w € ¥* with |w| = n we define
Axps(w) = min{[a] | a is a jump sequence, and w, € £(.A)}

(recall that min () = co by definition).

The Reversal Semantics. In the reversal semantics, the cost of a run is the number of
times the head changes direction in the corresponding jump sequence. Consider a word
w € ¥* with |w| = n, and let a = (ag, a1, a9, ...,an,ant1) be a jump sequence, we define
#Hrev(@) =|{i € {1,...,n} | (@i > ai—1 ANa; > aip1) V(@i < ai—1 Na; < aiy1)}]
Definition 3.2 (Reversal Semantics). For a word w € ¥* with |w| = n we define

Aggy(w) = min{#ggyv(a) | a is a jump sequence, and w, € £(A)}

The Hamming Semantics. In the Hamming measure, the cost of a word is the minimal
number of coordinates of w that need to be changed in order for the obtained word to be
accepted by A (sequentially, as an NFA), so that the changed word is a permutation of w.

Consider two words z,y € ¥* with |z| = |y| = n such that x ~ y, we define the Hamming
Distance between x and y as dg(x,y) = [{i | x; # yi}|.

Definition 3.3 (Hamming Semantics). For a word w € ¥* we define
Apan(w) = min{dy (w', w) | w' € L(A),w ~w}

The Maximum Jump Semantics. In the maximum jump semantics, the cost of a run
is the size of the maximum jump made by the head. Let a = (ag, a1, as,...,an,an+1) be a

jump sequence. We define [a]yax = max?jll la; — a;i—1].

Definition 3.4 (Maximum Jump Semantics). For a word w € ¥* with |w| = n we define
Ayiax(w) = min{[a]yax | a is a jump sequence, and w, € £(A)}

Remark 3.5. Note that the definitions of all the semantics are independent of the NFA,
and only refer to its language. We can therefore refer to the cost of a word in a language
according to each semantics, rather than the cost of a word in a concrete automaton.
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3.2. Quantitative Decision Problems. In the remainder of the paper we focus on
quantitative variants of the standard Boolean decision problems pertaining to the jumping
semantics. Specifically, we consider the following problems for each semantics SEM &€
{ABS, HAM, REV, MAX }.

e MEMBERSHIP: Given a JFA A, k € N and a word w, decide whether Agpy(w) < k
e k-BND (for a fixed k): Given a JFA A, decide Whether Vw € J(A) Aspu(w) < k.
e PARAM-BND: Given a JFA A and k € N, decide whether Yw € J(A) Agpu(w) < k.

We also pay special attention to the setting where J(.A) = ¥*, in which case we refer to
these problems as UN1v-k-BND and UNIvV-PARAM-BND. For example, in UNIV-PARAM-BND
we are given a JFA A and k € N and the problem is to decide whether Agpy(w) < k for all
words w € ¥*.

The boundedness problems can be thought of as quantitative variants of Boolean
universality (i.e., is the language equal to ¥*). Observe that the problems above are not
fully specified, as the encoding of k (binary or unary) when it is part of the input may effect
the complexity. We remark on this when it is relevant. Note that the emptiness problem
is absent from the list above. Indeed, a natural quantitative variant would be: is there a
word w such that Agpy(w) < k. This, however, is identical to Boolean emptiness, since
£(A) # 0 if and only if there exists w such that Aggy(w) = 0. We therefore do not consider
this problem. Another problem to consider is boundedness when k is existentially quantified.
We elaborate on this problem in Section 9.

4. THE ABSOLUTE-DISTANCE SEMANTICS

The first semantics we investigate is ABS, and we start by showing that (the decision version
of) computing its value for a given word is NP-complete. This is based on bounding the
distance with which a word can be accepted.

Lemma 4.1. Consider a JFA A and w € J(A) with |w| = n, then Axps(w) < n?.

Proof. For n = 0, i.e., w = ¢, the lemma clearly holds with A,zs(e) = 0. Assume n > 0,
we actually show a strict inequality. Since w € J(A), there exists a jump sequence a =
(ag,a1,az2,...,an,ant1) such that w, € £(A). Therefore, A ps(w) < [a]. Observe that

|a; —a;—1| < mforallie {1,...,n+ 1}, since there is no jump from 0 to n+ 1 (since ag = 0
and a, = n + 1). The following concludes the proof:
n+1 n+1 n+1

lal => lai—aia] =) lai—aia| —1<> n—1=m+1)(n—1) <n’ L

i=1 i=1 i=1

We can now prove the complexity bound for computing the absolute distance, as follows.

Theorem 4.2 (Absolute-Distance MEMBERSHIP is NP-complete). The problem of deciding,
given A,w and k € N, whether A,ps(w) < k, is NP-complete.

Proof. In order to establish membership in NP, note that by Lemma 4.1, we can assume
k < n?, as otherwise we can set k = n?. Then, it is sufficient to nondeterministically guess a
jump sequence a and to check that wg, - - - w,, € £(A) and that [a] < k. Both conditions
are easily checked in polynomial time, since k is polynomially bounded.

Hardness in NP follows by reduction from (Boolean) membership in JFA: it is shown
in [FPSV17] that deciding whether w € J(A) is NP-hard. We reduce this problem by
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outputting, given A and w, the same A and w with the bound k = n?. The reduction is
correct by Lemma 4.1 and the fact that if w ¢ J(A) then Augs(w) = oco. ]

4.1. Decidability of Boundedness Problems for ABS. We now turn our attention to
the boundedness problems. Consider a JFA A and k& € N. Intuitively, our approach is to
construct an NFA B that simulates, while reading a word w € ¥*, every jump sequence of
A on w whose absolute distance is at most k. The crux of the proof is to show that we
can indeed bound the size of B as a function of k. At a glance, the main idea here is to
claim that since the absolute distance is bounded by k, then A cannot make large jumps,
nor many small jumps. Then, if we track a sequential head going from left to right, then
the jumping head must always be within a bounded distance from it. We now turn to the
formal arguments. Fix a JFA A = (¥,Q, 4, Qo, o).

To understand the next lemma, imagine A’s jumping head while taking the j** step in
a run on w according to a jump sequence a = (ag, ai, as,...,an, ap+1). Thus, the jumping
head points to the letter at index a;. Concurrently, imagine a “sequential” head (reading
from left to right), which points to the j* letter in w. Note that these two heads start and
finish reading the word at the same indices ag = 0 and a,+1 = n + 1. It stands to reason
that if at any step while reading w the distance between these two heads is large, the cost of
reading w according to a would also be large, as there would need to be jumps that bridge
the gaps between the heads. The following lemma formalizes this idea.

Lemma 4.3. Consider a jump sequence a = (ag, a1,a2, ..., 0y, ant1). For every 1 <j<n
it holds that [a] > |a; — j].

Proof. Let 1 < j < n. First, assume that a; > j and consider the sum 25:1 [a; —ai—1] < [a].
From the definition of -] we have 25:1 [a;i—a;—1] = (ZLI |a; — a;—1|) — 7, and we conclude

that in this case [a] > |a; — j| by the following:
—J = laj —aol =j =a; —j = |a; —j

triangle inequality telescopic sum ap=0 aj>j

The direction a; < j is proved by looking at the sum of the last j elements: assume a; < 7,

and consider the sum S"! [a; — a;_1] < [a]. From the definition of [-] we have

i=j+1

n+1 n+1 n+1

Y lai—aial = D lai—aia| | =(n+1=G+1)+1) = [ > |a; —aia| | —(n+1-5)
i=j+1 i=j+1 i=j+1

Similarly to the previous case, from the triangle inequality we have

n+1
Yo lai—aia| | = (n+1—=4) > |ap —a5| = (n+1—j) =
i=j+1
n+l—aj—(n+1—j)=j—a;=la; —j|
where we use the fact that a,+1 =n + 1 > a;, and our assumption that a; < j. This again
concludes that [a] > |a; — j|. []
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From Lemma 4.3 we get that in order for a word w to attain a small cost, it must be
accepted with a jumping sequence that stays close to the sequential head. More precisely:

Corollary 4.4. Let k € N and consider a word w such that Ayps(w) < k, then there exists
a jumping sequence a = (ag, a1, a2, ..., 0y, ant1) Such that wy € £(A) and for all1 < j <n
we have |a; — j| < k.

We now turn to the construction of an NFA that recognizes the words whose cost is at
most k.

Lemma 4.5. Let k € N. We can effectively construct an NFA B such that £(B) ={w €
2*‘./41\135(7,0) S k;}

Proof. Let k € N. Intuitively, B works as follows: it remembers in its states a window of size
2k+1 centered around the current letter (recall that as an NFA | it reads its input sequentially).
The window is constructed by nondeterministically guessing (and then verifying) the next k
letters, and remembering the last k letters.

B then nondeterministically simulates a jumping sequence of A on the given word, with
the property that the jumping head stays within distance k from the sequential head. This
is done by marking for each letter in the window whether it has already been read in the
jumping sequence, and nondeterministically guessing the next letter to read, while keeping
track of the current jumping head location, as well as the total cost incurred so far. After
reading a letter, the window is shifted by one to the right. If at any point the window is
shifted so that a letter that has not been read by the jumping head shifts out of the 2k + 1
scope, the run rejects. Similarly, if the word ends but the guessed run tried to read a letter
beyond the length of the word, the run rejects. The correctness of the construction follows
from Corollary 4.4. We now turn to the formal details. Recall that A = (X, Q, d, Qo, ). We
define B = (%,Q’, ¢, Qy, B) as follows.

The state space of B is

Q=QxEx{2v) FFx{—k .. k}x{0,.. . Kk}

We denote a state of B as (q, f, j,c) where g € Q is astate of A, f: {—k,...,k} = X x{?, v}
represents a window of size 2k + 1 around the sequential head, where v marks letters that
have already been read by A (and ? marks the others), j represents the index of the head of
A relative to the sequential head, and c represents the cost incurred thus far in the run. We

refer to the components of f as f(j) = (f(4)1, f(j)2) with f(j)1 € ¥ and f(j)2 € {7,V }.
The initial states of B are

Qo ={(¢.£.4,7—1)1q€QuNj>0A(f(i)2=V = i<0)}

That is, all states where the state of A is initial, the location of the jumping head is some
j > 0 incurring a cost of j — 1 (i.e., the initial jump A makes), and the window is guessed so
that everything left of the first letter is marked as already-read (to simulate the fact that .4
cannot jump to the left of the first letter).

The transitions of B are defined as follows. Consider a state (q, f,j,c) and a letter
o €3, then (¢, f',7',¢) € d((q, f,],¢),0) if and only if the following hold (see Fig. 1 for an
illustration):

e f(1); = 0. That is, we verify that the next letter in the guessed window is indeed correct.
e f(—k)2 = v. That is, the leftmost letter has been read. Otherwise by Corollary 4.4 the
cost of continuing the run must be greater than k.
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e f(j)2 # v and f(j—1) = v (if j > —k). That is, the current letter has not been
previously read, and will be read from now on (note that index j before the transition
corresponds to index j — 1 after).

e ¢ =46(q, f(j)1), i-e. the state of A is updated according to the current letter.

e =c+|j+1—j|—1, since j' represents the index in the shifted window, so in the
“pre-shifted” tape this is actually index j + 1. We demonstrate this in Fig. 1. Also, ¢/ < k
by the definition of Q.

e /(i) = f(:+1) for i < k. That is, the window is shifted and the index f'(k) is
nondeterministically guessed?.

@@W@Wﬁ@@@\zﬁ\%ﬁ%ﬁ%m&mw

Figure 1: A single transition in the construction of Lemma 4.5. The dashed arrow signifies
the sequential head, the full arrow is the “imaginary” jumping head. Here, the
head jumps from —3 to 2, incurring a cost of 4, but in the indexing after the
transition £ is at index 1, thus the expression given for ¢ in the construction. Note
that the letter being read must be u, and that o must be checked, otherwise the
run has failed.

Finally, the accepting states of B are = {(q, f,1,¢) | ¢ € a A f(j)2 =7 for all 7 > 0}. That
is, the state of A is accepting, the overall cost is at most k, the location of the jumping head
matches the sequential head (intuitively, location n + 1), and no letter beyond the end of
the tape has been used.

It is easy to verify that B indeed guesses a jump sequence and a corresponding run of A
on the given word, provided that the jumping head stays within distance k of the sequential
head. By Corollary 4.4, this restriction is complete, in the sense that if A,ps(w) < k then
there is a suitable jump sequence under this restriction with which w is accepted. []

We can now readily conclude the decidability of the boundedness problems for the ABS
semantics. The proof makes use of the decidability of emptiness for Parikh Automata [KR03].

Theorem 4.6. The following problems are decidable for the ABS semantics: k-BND, PARAM-
BND, UN1v-k-BND and UNIV-PARAM-BND.

Proof. Consider a JFA A and k € N (k is either fixed or given as input, which does not
affect decidability), and let B be the NFA constructed as per Lemma 4.5. In order to decide
UN1v-k-BND and UNIV-PARAM-BND, observe that A,gs(w) < k for every word w € ¥* if
and only if £(B) = ¥*. Since the latter is decidable for NFA, we have decidability.
Similarly, in order to decide k-BND and UNIV-PARAM-BND, observe that A,ps(w) < k
for every word w € J(A) if and only if J(A) C £(B). We can decide whether the latter holds
by constructing the PA (B, .A) where B is an NFA for the complement of £(B), and checking
emptiness. Since emptiness for PA is decidable [KR03|, we conclude decidability. []

2The guess could potentially be v/, but this is clearly useless.
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With further scrutiny, we see that the size of B constructed as per Lemma 4.5 is
polynomial in the size of A and single-exponential in k. Thus, UNIV-k-BND is in fact
decidable in PSPACE, whereas UNIV-PARAM-BND is in EXPSPACE and 2-EXPSPACE for k&
given in unary and binary, respectively. For the non-universal problems we do not supply
upper complexity bounds, as these depend on the decidability for PA containment, for which
we only derive decidability from [KRO3].

4.2. PSPACE-Hardness of Boundedness for ABS. In the following, we complement the
decidability result of Theorem 4.6 by showing that already UN1v-k-BND is PSPACE-hard,
for every k € N.

We first observe that the absolute distance of every word is even. In fact, this is true
for every jumping sequence.

Lemma 4.7. Consider a jumping sequence a = (ag, a1, ..., 0, an+1), then [a] is even.

Proof. Observe that the parity of |a; — a;—1| is the same as that of a; — a;—1. It follows that
the parity of [a] = Y." ai — ai_1] = 327 |a; — ai—1| — 1 is the same as that of

n+1 n+1
Z(ai—ai_l —1) = (Zai—ai_1> —(TL+1) =n+1- (n+1) =0
=1

=1

and is therefore even (the penultimate equality is due to the telescopic sum). L]

We say that A,gs is k-bounded if Axps(w) < k for all w € ¥*. We are now ready to prove
the hardness of UNIV-k-BND. Observe that for a word w € ¥* we have that Axps(w) = 0 if
and only if w € £(A) (indeed, a cost of 0 implies that an accepting jump sequence is the
sequential run 0,1, ..., |w| + 1). In particular, we have that A, is 0-bounded if and only
if £(A) = X*. Since the universality problem for NFAs is PSPACE-complete, this readily
proves that UNIv-0-BND is PSPACE-hard. Note, however, that this does not imply that
UNI1v-k-BND is also PSPACE-hard for other values of k, and that the same argument fails
for £ > 0. We therefore need a slightly more elaborate reduction.

Lemma 4.8. For ABS the UNIV-k-BND and k-BND problems are PSPACE-hard for every
ke N.

Proof. We begin with an intuitive sketch the proof for UNIvV-k-BND. The case of k-BND
requires slightly more effort. By Lemma 4.7, we can assume without loss of generality that
k is even. Indeed, if there exists m € N such that A,ps(w) < 2m + 1 for every w € ¥*, then
by Lemma 4.7 we also have A,ps(w) < 2m. Therefore, we assume k = 2m for some m € N.

We reduce the universality problem for NFAs to the UN1v-2m-BND problem. Consider
an NFA A = (Q, 3,0, Qo, ), and let © ¢ ¥ be a fresh symbol. Intuitively, we obtain from .4
an NFA B over the alphabet ¥ U {Q©} such that w € £(B) if and only if the following hold:

(1) Either w does not contain exactly m occurrences of ©, or
(2) w contains exactly m occurrences of O, but does not start with ©, and w|y € £(A)
(where w|y, is obtained from w by removing all occurrences of Q).

We then have the following: if £(A) = ¥*, then for every w € (X U {QO})* if w € £(B) then
Bags(w) = 0 < 2m, and if w ¢ £(B) then w starts with © but has exactly m occurrences
of O. Thus, jumping to the first occurrence of a letter in 3 incurs a cost of at most m,
and reading the skipped ¢ symbols raises the cost to at most 2m. From there, w can be
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read consecutively and be accepted since w|y € £(A). So again Bags(w) < 2m, and B is
2m-bounded.

Conversely, if £(.A) # ¥*, take x ¢ £(A) such that = # e (we show in the details below
why this can be assumed), and consider the word w = Q™ z. We then have w ¢ £(B), and
moreover — in order to accept w (if at all possible), B first needs to jump over the initial
Qm . guaranteeing a cost of at least 2m (m for the jump and another m to later read the O™
prefix), and needs at least one more jump to accept x, since x ¢ £(A). Thus, Baps(w) > 2m,
so B is not 2m-bounded. We now turn to the precise details of the reduction, differing from
the intuition above mainly by the pesky presence of e. Given A, we first check whether
e € £(A) (i.e., we check whether Qo N« # 0). If € ¢ £(A), then £(A) # X* and we output
some fixed unbounded automaton B (e.g., as in Examples 1.1 and 8.12). Otherwise, we
proceed to construct B such that w € £(B) if and only if either Conditions 1 or 2 above
hold, or:

(3) w = O™ (think of this as an exception to Condition 2 where w|y = €).

Constructing B from A is straightforward by taking roughly m copies of A to track the
number of © in the word. In particular, the reduction is in polynomial time.

We claim that £(A) = ¥* if and only if B is 2m-bounded. For the first direction,
assume £(A) = ¥*. As mentioned above, for every w € (X U {Q})* if w € £(B) then
Baps(w) =0 < 2m. If w ¢ £(B) then w starts with © but has exactly m occurrences of Q,
and in addition, w # O™ so there is some m’ < m + 1 such that the m’-th letter of w is in
3. Then, the following jump sequence a causes I3 to accept wa:

a=(0,m,1,2....m —1,m +1,m +2,...,|w], |w|+1)

Indeed, w, does not start with O, has exactly m occurrences of ©, and w|y, € £(A) = ¥*,
so Condition 2 holds. Finally, note that [a] =m' —1+m' —2+1=2(m' — 1) < 2m (since
the only non-zero jumps are 0 to m/, m’ to 1, and m’ — 1 to m’ 4+ 1).

For the converse, assume £(A) # ¥*. If € ¢ £(A), then correctness follows by the
treatment of this case above. Otherwise, let x ¢ £(A) with = # ¢, and consider w = Q™ z.
We claim that Bags(w) > 2m. Indeed, w ¢ £(B), and therefore Bygs(w) > 0. If Bags(w) = 00
then we are done. Otherwise, let a be a jump sequence such that w, € £(B). Then a; > m+1,
contributing a cost of at least m to a. It can be easily seen by induction over m that in
order for a to cover the entries 1,...,m starting at position m + 1 and ending at position
m + 2, it requires cost of at least another m. Then, however, in order for w, to be accepted
by B, it must hold that wa|y; # x, so a is not the identity starting from m + 1. It therefore
has an additional cost of at least 1. Thus, [a] > 2m. In particular, Bags(w) > 2m, so B is
not 2m-bounded, and we are done. ]

Lemma 4.8 shows hardness for fixed k, and in particular when k is part of the input.
Thus, UNIV-PARAM-BND and PARAM-BND are also PSPACE-hard, and UNIvV-k-BND is

PSPACE-complete. Also, UNIV-PARAM-BND is in EXPSPACE and 2-EXPSPACE for k given
in unary and binary, respectively.

5. THE REVERSAL SEMANTICS

We now study the reversal semantics. Recall from Definition 3.2 that for a JFA A and
a word w, the cost Aggy(w) is the minimal number of times the jumping head changes
“direction” in a jump sequence for which w is accepted.
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Consider a word w with |w| = n and a jump sequence a = (ag, a1, az, ..., Gy, ant1). We
say that an index 1 < ¢ < n is a turning indez if a; > a;—1 and a; > a;41 (i.e., a right-to-left
turn) or if a; < a;—1 and a; < a;4;1 (i.e., a left-to-right turn). We denote by Turn(a) the set

of turning indices of a.
ap a1 a2 az a4 as ag ay as

For example, consider the jump sequence (0,2,3,5,7,4,1,6,8), then Turn(a) =
{4,6}. Note that the cost of w is then Agpy(w) = min{|Turn(a)| | wa € £(A)}. Viewed in
this manner, we have that Aggy(w) < |w|, and computing Turn(a) can be done in polynomial
time. Thus, analogously to Theorem 4.2 we have the following.

Theorem 5.1 (Reversal MEMBERSHIP is NP-complete). The problem of deciding, given A
and k, whether Agpy(w) < k is NP-complete.

Remark 5.2. For every jump sequence a we have that |Turn(a)| is even, since the head
starts at position 0 and ends at n + 1, where after an odd number of turning points the
direction is right-to-left, and hence cannot reach n + 1.

5.1. Decidability of Boundedness Problems for REV. We begin by characterizing the
words accepted using at most k reversals as a shuffle of subwords and reversed-subwords, as
follows. Let z,y € X* be words, we define their shuffle to be the set of words obtained by
interleaving parts of x and parts of y. Formally:

I'Luy:{Sl'tl‘Sz‘tz"'Sk'tk‘Vi Si,tiEE*/\xzsl‘-'Sk/\y:tl‘--tk}

For example, if ©+ = aab and y = cd then x W y contains the words aabed, acabd, caadb,
among others (the colors reflect which word each subword originated from). Note that the
subwords may be empty, e.g., caadb can be seen as starting with ¢ as a subword of x. It is
easy to see that LI is an associative operation, so it can be extended to any finite number of
words.

The following lemma states that, intuitively, if Aggy(w) < k, then w can be decomposed
to a shuffle of at most & + 1 subwords of itself, where all the even ones are reversed
(representing the left-reading subwords).

Lemma 5.3. Let k € N. Consider an NFA A and a word w € ¥*. Then Agpy(w) < k if
and only if there exist words s1,82,...,Sk+1 € X% such that the following hold.
(1) 8182 ...8k+1 € Q(A)

(2) w € sy Wsoff sy sy ... Wspyy (where s?

it is the reverse of s;).

Proof. For the first direction, assume Aggy(w) < k, so there exists a jump vector a such
that |Turn(a)| < k and wa € £(A). Write Turn(a) = {i1,42,...,4} where i1 < iz < ... <1y,
and set 79 = 0 and 4p4; = n + 1. Then, for every 1 < 5 < ¢+ 1, the j-th turning subword is
§j = Way, | Way 41" Way, (for j = ¢+ 1 we end with waie+171). If £+1 < k+1 we define
the remaining subwords sgy9,...,sg+1 to be e. To avoid cumbersome indexing, we assume
£+ 1=Fk+1 in the following.

It is now easy to see that Conditions 1 and 2 hold for s1,...,s;x+1. Indeed, by definition
we have s1---sk1 € £(A), so Condition 1 holds. For Condition 2, observe that for every
1<i<k+1,ifiis odd, then s; consists of an ascending sequence of letters, and if 7 is even
then s; is a descending sequence. Since the s; form a partition of the letters of w, we can
conclude that w € sy L so® 11 s3 W 847 ... W s41 (by shuffling the letters of these words
to form exactly the sequence of indices 1,.. ., |w]).
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For the converse, consider words si, ..., Sk+1 such that Conditions 1 and 2 hold. By
Condition 2, we see that the word s1s3...sk+1 is a permutation of w, and moreover —
from the way w is obtained in s1 W so™ LW s3 W s, W ... W Sk+1 We can extract a jump
sequence a such that wa = s1,...,S5+1 and such that the turning subwords of a are exactly
51,85, ..., sk+1. Indeed, this follows from the same observation as above — for odd i we have
that s; is an increasing sequence of indices, and for even ¢ it is decreasing. In particular,
|Turn(a)| < k, so Aggy(w) < k. []

Using the characterization in Lemma 5.3, we can now construct a corresponding NFA|
by intuitively guessing the shuffle decomposition and running copies of A and its reverse in
parallel.

Lemma 5.4. Let k € N and consider a JFA A. We can effectively construct an NFA B
such that £(B) = {w € ¥* | Agpv(w) < k}.

Proof. The overall plan is to construct B so that it captures the conditions in Lemma 5.3.
Intuitively, B keeps track of k + 1 coordinates, each corresponding to a turning subword
(that are nondeterministically constructed). The odd coordinates simulate the behavior of
A, whereas the even ones simulate the reverse of A. In addition B checks (using its initial
and accepting states) that the runs on the subwords can be correctly concatenated. We
proceed with the precise details.

Denote A = (2, Q, 6, Qo, F'). We construct B = (X,Q’, 8", Qh, F') as follows. Q' = Q¥ L,
and the initial and final states are:

Qo ={(q1,92,---ak+1) | @1 € Qo A ¢ = gi1 for all even i}
F'={(q1,92,-- - q+1) | Gk+1 € F A qi = i1 for all odd i}

For the transition function, we have that (¢, 4}, ..q) € 0'((¢0, ¢1,-- - qx), o) if and only if
there exists a single 1 < j <k + 1 such that ¢; € §(g;,0) if j is odd, and ¢; € 3(q}, o) if j is
even. In addition, for every i # j, it holds that ¢} = ¢;.

We turn to show the correctness of 5. Consider an accepting run p of B on some word.
Then p starts at state (g1, q2,...,qk+1) € Q) and ends at state (si, S2,...,Sk+1) € F'. By
the definition of &', we can split p according to which component “progresses” in each
transition, so that p can be written as a shuffle of run p', ..., p**! where p’ leads from ¢; to
s; in A if i is odd, and p’ leads from ¢; to s; in the reverse of A if i is even. The latter is
equivalent to (p')® (i.e., the reverse run of p') leading from s; to ¢; in A if 7 is even.

We now observe that these runs can be concatenated as follows: Recall that ¢1 € Qg
(by the definition of Qf). Then, p' leads from ¢ to s; in A. By the definition of F' we have
51 = 59, and (p?)f leads from sy to ¢ in A. Therefore, p!(p?) leads from ¢ to g2 in A.
Continuing in the same fashion, we have ¢ = ¢3, and p? leading from ¢3 to s3, and so on up
to Sk+1-

Thus, we have that p'(p?)%ps3--- (p*)p*1 is an accepting run of A.

By identifying each accepting run p¢ with the subword it induces, we have that w € £(B)
if and only if there are words sy, ..., sgr1 such that the two conditions in Lemma 5.3 are
satisfied. []

The proof of Lemma 5.4 shows that the size of B is polynomial in the size of A and
single-exponential in k, giving us PSPACE membership for UN1v-k-BND, and EXPSPACE/
2-EXPSPACE for UN1v-PARAM-BND with unary/binary encoding, respectively.
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5.2. PSPACE-Hardness of Boundedness for REV. Following a similar scheme to the
Absolute Distance Semantics of Section 4, observe that for a word w € ¥* we have that
Agpv(w) = 0 if and only if w € £(.A), which implies that UN1v-0-BND is PSPACE-hard. Yet
again, the challenge is to prove hardness of UN1v-k-BND for all values of k.

Theorem 5.5. For REV, UNIV-k-BND is PSPACE-complete for every k € N.

Proof. Membership in PSPACE follows from Lemma 5.4 and the discussion thereafter. For
hardness, we follow the same flow as the proof of Lemma 4.8, but naturally the reduction
itself is different. Specifically, we construct an NFA that must read an expression of the
form (OM)™ before its input. This allows us to shuffle the input to the form #”™Q™, which
causes many reversals.

By Remark 5.2 we can assume without loss of generality that k is even, and we denote
k = 2m. We reduce the universality problem for NFAs to the UNIV-2m-BND problem.
Consider an NFA A = (Q, X, 5, Qo, ), and let O, & ¢ ¥ be fresh symbols. We first check
whether € € £(A). If € ¢ £(A), then £(A) # ¥* and we output some fixed unbounded
automaton B (e.g., as in Examples 1.1 and 8.12).

Otherwise, we obtain from A an NFA B over the alphabet XU{Q, #} such that w € £(B)
if and only if the following hold:

(1) Either w does not contain exactly m occurrences of © and of #, or

(2) w= (VM) where x € £(A) (in particular z € ¥*).

Constructing B from A is straightforward as the union of two components: one that accepts
words that satisfy Condition 1 (using 2m + 1 states) and one for Condition 2, which prepends
to A a component with 2m states accepting (O#)™. In particular, the reduction is in
polynomial time.

We then have the following: if £(A) = ¥*, then for every w € (X U {Q, #})*, if w
satisfies Condition 1, then Brgy(w) = 0. Otherwise, w has exactly m occurrences of © and
of #&. Denote the indices of © by i1 < is < ... < i, and of & by j1 < jo < ... < jm. Also
denote by typ < t; < ... < t, the remaining indices of w. Then, consider the jump sequence

a= (O,il,jl,ig,jQ,.. by Jms 105 Ty e v vty 1)
We claim that w, € £(B) by Condition 2. Indeed, w starts with (V)™ followed by letters
in ¥ composing a word z. Since z € £(.A) = ¥*, we have that Condition 2 holds. In addition,
observe that since tg < t; < ... <t, <n+ 1, then Turn(a) C {i1,Jj1,- -, ém,Jjm,to}, and in
particular |Turn(a)| < 2m + 1. Moreover, by Remark 5.2 we know that |Turn(a)| is even, so
in fact |Turn(a)| < 2m = k. We conclude that Bggy(w) < k, so B is k-bounded.

Conversely, if £(A) # X*, take z ¢ £(A) such that x # € (which exists since we checked
above that € € £(.A)). Consider the word w = &™Q™x, then have w ¢ £(B). We claim that
Brev(w) > 2m. Indeed, if there exists a such that w, € £(B), then since w has exactly m
occurrences of @ and of Q) it must be accepted by Condition 2. By the structure of w, the
jump sequence a needs to permute #Q™ into (V#)™. Intuitively, this means that the

head must jump “back and forth” for 2m steps. More precisely, for every i € {1,...,|w|} it
holds that
{m+1,...,2m} i <2misodd
a; € < {1,...,m} i < 2m is even
{2m+1,... |w|} i>2m
In particular, {1,...,2m} C Turn(a). Observe that the remaining suffix of w, starting at

2m + 1 cannot be z, since = ¢ £(A), so a is not the identity starting from 2m + 1. It
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therefore has an additional reversal cost of at least 1. Thus, |Turn(a)| > 2m. In particular,
Breyv(w) > 2m, so B is not 2m-bounded, and we are done. ]

As in Section 4.2, it follows that UNIV-PARAM-BND, k-BND and PARAM-BND are also
PSPACE-hard.

6. THE HAMMING SEMANTICS

Recall from Definition 3.3 that for a JFA A and word w, the cost Ayay(w) is the minimal
Hamming distance between w and w’ where v’ ~ w and w’ € £(A).

Remark 6.1 (An alternative interpretation of the Hamming Semantics). We can think
of a jumping automaton as accepting a permutation w’ of the input word w. As such, a
natural candidate for a quantitative measure is the “distance” of the permutation used to
obtain w’ from the identity (i.e. from w). The standard definition for such a distance is the
number of transpositions of two indices required to move from one permutation to the other
(this is commonly known as the distance in the Cayley graph [MKS04] for the transpositions
generators of Sy,). It is easy to show that in fact, the Hamming distance coincides with this
definition.

Again we start by establishing the complexity of computing the Hamming measure of a
given word.

Theorem 6.2 (Hamming MEMBERSHIP is NP-complete). The problem of deciding, given A
and k € N, whether Agan(w) < k is NP-complete.

Proof. By definition we have that Ay, (w) < |w| for every word w. Thus, in order to decide
whether Ay, (w) < k we can nondeterministically guess a permutation w’ ~ w and verify
that v’ € £(A) and that dy(w,w’) < k. Both conditions are computable in polynomial
time. Therefore, the problem is in NP.

Hardness follows (similarly to the proof of Theorem 4.2) by reduction from membership
in JFA, noting that w € J(A) if and only if Ay (w) < |w|. ]

Similarly to Sections 4.1 and 5.1, in order to establish the decidability of UNIV-PARAM-
BND, we start by constructing an NFA that accepts exactly the words for which A,y (w) < k.

Lemma 6.3. Let k € N. We can effectively construct an NFA B with £(B) = {w € ¥* |
-AIIAM(w) < k}

Proof. Let k € N. Intuitively, B works as follows: while reading a word w sequentially,
it simulates the run of A, but allows A to intuitively “swap” the current letter with a
(nondeterministically chosen) different one (e.g., the current letter may be a but the run of
A can be simulated on either a or b). Then, B keeps track of the swaps made by counting
for each letter ¢ how many times it was swapped by another letter, and how many times
another letter was swapped to it. This is done by keeping a counter ranging from —k to k,
counting the difference between the number of occurrences of each letter in the simulated
word versus the actual word. We refer to this value as the balance of the letter. B also keeps
track of the total number of swaps. Then, a run is accepting if at the end of the simulation,
the total amount of swaps does not exceed k, and if all the letters end up with 0 balance.
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We now turn to the formal details. Recall that A = (2,Q,d,Qo,a). We define
B=(5,Q.5,Q)5).

The state space of Bis Q' = Q x {—k,...,k}* x {0,...,k}. We denote a state of B by
(q, f,c) where ¢ € @ is the current state of A, f: ¥ — {—k,..., k} describes for each letter
its balance and c € {0, ..., k} is the total number of swaps thus far.

The initial states of B are Q) = {(¢, f,0) | ¢ € Qo A f(o) =0 for all 0 € X}. That is,
we start in an initial state of A with balance and total cost of 0. The transition function is
defined as follows. Consider a state (g, f,c) and a letter o € X, then (¢, f/, ') € 6'((q, f,¢),0)
if and only if either ¢’ = §(¢,0) and f' = f and ¢’ = ¢, or there exists 7 € X, 7 # o such that
qd €d(q,7),d =c+1, f'(0) = f(o)—1, and f'(1) = f(7)+ 1. That is, in each transition we
either read the current letter o, or swap for a letter 7 and update the balances accordingly.

Finally, the accepting states of B are 8 = {(q, f,¢) | ¢ € a A f(o) =0 for all o € X}.

In order to establish correctness, we observe that every run of B on a word w induces
a word w’ (with the nondeterministically guessed letters) such that along the run the
components f and c of the states track the swaps made between w and w’. In particular, ¢
keeps track of the number of total swaps, and ) s f(o) = 0. Moreover, for every word o,
the value f(o) is exactly the number of times o was read in w’ minus the number of times o
was read in w.

Since B accepts a word only if f = 0 at the last state, it follows that B accepts if and
only if w’ ~ w, and the run of A on w’ is accepting. Finally, since c is bounded by k and is
increased upon every swap, then w is accepted if and only if its cost is at most k. Note that

since c¢ is increased upon each swap, then limiting the image of f to values in {—k,..., k}
does not pose a restriction, as they cannot go beyond these bounds without ¢ going beyond
the bound k as well. ]

An analogous proof to Theorem 4.6 gives us the following.

Theorem 6.4. The following problems are decidable for the HAM semantics: k-BND,
PArAM-BND, UNIV-k-BND, and UNIV-PARAM-BND.

We note that the size of B constructed in Lemma 6.3 is polynomial in k£ and single-
exponential in |X|, and therefore when ¥ is fixed and k is either fixed or given in unary,
both UNIV-PARAM-BND and UNIv-k-BND are in PSPACE.

For a lower bound, we remark that similarly to Section 4.2, it is not hard to prove that
UN1v-k-BND is also PSPACE-hard for every k, using relatively similar tricks. However, since
UN1v-PARAM-BND is already PSPACE-complete, then UNIV-k-BND is somewhat redundant.
We therefore make do with the trivial lower bound whereby we reduce universality of NFA
to UNIV-0-BND.

Theorem 6.5. For HAM, the UNIV-PARAM-BND problem is PSPACE-complete for k encoded
n unary and fived alphabet 3.

7. THE MAXIMUM JUMP SEMANTICS

Of all the semantics we propose, the MAX semantics turns out to be the most technically-
challenging to analyze. We start with a fundamental observation regarding the structure of
jump sequences that have a bounded MAX semantics. Consider a jump sequence a such that
[a]yax < k for some k. It is not hard to see that if a is very long, the head may perform

arbitrarily many reversals during a (i.e., the number of reversals can be arbitrarily larger
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than k), e.g., by repeating sequences of indices of the form (i,7 + 2,7+ 1,7 + 3). However, if
we fix a concrete index j on the tape, then a cannot cross j too many times. Indeed, after
enough crosses, all cells within distance k of j have been read, and therefore in order to
cross j again a jump of size > k needs to be made.

This observation provides some structures to MAX-bounded sequences. We now start by
formalizing it. We reuse some notions form the Reversal semantics in Section 5. Our first
definition is a variant of turning subwords, but we consider indices instead of words, and we
divide them to left and right.

Definition 7.1 (Sweeps). Let a = (ag,...,an+1) be a jump sequence. A right sweep of a is
an infix b = (a;, ..., a;4;) such that all of the following hold:

o ap <apyp foralli <k <i4 7.

e Either : =0,0or¢>1and a;_2 > a;_1.

e Either i +j=n+1or aj111 < aiyj.

Similarly, a left sweep, is an infix b = (a;, ..., a;4+;) such that:

e ap > apyr forall i <k <i+j.

e i>1and a;—o < a;—1.

e i+ j<n+1and Aitj+1 > Qityj-

We use sweep to refer to either a right or a left sweep.
Equivalently, b is a sweep if:

e Either i =0 or i — 1 € Turn(a).
e |+ j € Turn(a).
o k¢ Turn(a) for all i <k < i+ j.

Note that every jump sequence can be written uniquely as a concatenation of sweeps.
Next, we consider the partition of the tape to two parts at some index, and the number
of times the border of the partition is crossed.

Definition 7.2. Let n € N and 0 < m < n. The m-cut of {0,...,n + 1} is the partition
{0,....m},{m+1,...,n+1}).

Let a = (ag,...,an+1) be a jump sequence. We say that a k-crosses the m-cut if there
exist distinct indices i1, ...,i; € {0,...,n} such that for all 1 < j <k, a;;, ai;+1 belong to
two different sides of the m-cut.

We denote the maximal k& such that a k-crosses the m-cut by #x (a, m).

Our fundamental observation is that if [a]yax is bounded, then so is the maximal crossing.

Lemma 7.3. Let a be a jump sequence of length n. If [a]uax < k, then #x(a,m) < 2k +1
foralll <m <n.

Proof. Intuitively, since the maximal jump is bounded by k, and since no index can be
visited twice, then after 2k + 1 iterations all the cells within distance k of m have been
visited, and there is no way to jump over m again while maintaining a maximal jump of at
most k. The following argument formalizes this intuition.

Let 0 < i1,...,i% (am) < n be the indices provided by Definition 7.2. For all 1 <
J < #x(a,m) we have that either a;; < m < a;;41 or a;; < m < a;,41. Additionally,
lai;+1 — ai;] < k. It follows that a;; € {m —k,m —k+1,...,m+k + 1}. Since a;, are all
distinct, we have #x(a,m) < |{m —k,...,m+ k + 1}| = 2k + 2. Observe that #«(a,m) is
odd (since a begins at index 0 and ends at n + 1), and so #(a,m) < 2k + 1. ]
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Lemma 7.4. Let k € N. We can effectively construct an NFA B with £(B) = {w € ¥* |
-AMAX(U)) < k}

We prove the lemma in the remainder of this section. We first provide some intuition
behind the construction of B. Similarly to the construction in Lemma 5.4, B keeps track of
a fixed number (depending on k) of coordinates, each can be “active” or “inactive” at any
given time, and when active, corresponds to a sweep. Unlike the REV semantics, however, it
is now not the case that the number of sweeps is bounded, so we cannot a-priori assign a
coordinate to each sweep.

In order to overcome this obstacle, we observe that by Lemma 7.3, we have a bound of
the number of active sweeps that need to be tracked at any given time. B then assigns every
letter it reads to one of the active sweeps, and simulates the behavior of A or the reverse of
A on each right or left sweep respectively. At each step, B might “activate” a pair of inactive
coordinates, thus assigning one to a left sweep ending in some state ¢, and a subsequent right
sweep starting in ¢. Similarly, B might “deactivate” a pair of active coordinates to mark the
end of a right sweep (at a state ¢) and the beginning of the subsequent left sweep (at the
same state ¢). The set of different “operations” that can be performed by B is captured by
the following definitions.

This intuition gets us close to the solution, but not quite there due to the fact that
the operations sequences we allow cannot always be translated to runs. Below we formally
define the operations, and demonstrate this issue. We then proceed to resolve it and give
the complete construction.

Definition 7.5. Let k € N. The k-operations are the members of the set
{(ACTIVATE, jiL, jr) | 1 < jr,jr < 2k + 2}U
{(DEACTIVATE, j,jr) | 1 < jr,jr < 2k + 2}U
{NONE(j) |1 < j <2k +2}

We sometimes omit & when it is clear from context.

Intuitively, NONE(j) corresponds to not activating or deactivating, and reading a letter
into coordinate j. While performing ACTIVATE(j,jr) we must read a letter into jr, and
while performing DEACTIVATE(jr, jr) we must read a letter into jg.

Definition 7.6. Let u = (uy,...,u,) be a sequence of k-operations. For 1 < j <2k +2/1 <
1 < n we say that j is right-active at step i if there exists i’ < i such that u; is of the form
(ACTIVATE, j', j), and for all ¢/ < i’ < i, u;» is not a deactivation involving j. Note that i
itself is allowed to be the deactivation of j. We similarly define j being left-active at step @
if there exists i < i such that u; is of the form (ACTIVATE, 7, j'), and for all i <" < i, w;»
is not a deactivation involving j.

If j is right-active or left-active at step ¢, then it is active at step i, and otherwise
inactive. Additionally we say that 1 is right-active at step 0.

Naturally, not all sequences of k-operations are “legal”. Thus, u is a k-operation sequence
ifforall 1 <i<mn:
e If u; = (ACTIVATE, j1, jr) then jr, jr are both inactive at step i — 1.
e If u; = (DEACTIVATE, j1,jr) then jr,jr are respectively left-active and right-active at

step 7 — 1.

e If u; = (NONE, j) then j is active at step i.
e At step n, there exists a single j that is right-active, and all other coordinates are inactive.
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If 5 is being deactivated at step ¢, we call it weakly active at step i. Otherwise, if it is active
at step 1, it is strongly active at step 1.

In the following, we keep track of each sweep in some coordinate. In order to allow a
fixed number of coordinates, we present the following definitions and lemmas.

Definition 7.7. Let a be a jump sequence and let b = (a;, ..., a;4;) be a right sweep. The
range of b is:

e If i =0, then Range(b) = {a;,a; +1...,a;1;}.

o If i # 0, then Range(b) = {a;—1,ai—1 +1,...,ai+;}.

Similarly, if b is a left sweep, we define Range(b) = {a;4j,ai+; +1,...,a;—1}.

The distinction in the right-sweep case is due to the fact that in the case that b comes
after a left sweep b’, we want the range to include all indices starting at the turning index,
while b only starts further to the right. For left sweeps, cases are not needed since a left
sweep is never the first sweep.

The bounded crossing property can be cast in terms of ranges of sweeps, as follows.

Lemma 7.8. Consider a jump sequence a = (aq,...,an+1) with [a]ysx = k. For every
i€ {l,...,n} define Ry = {b | b is a sweep of a and i € Range(b)}, then |R;| < 2k + 2.

Proof. Let 0 < i < n. There exists at most one sweep in R; containing i (as there exists
exactly one such sweep overall). Let b € R; be a sweep not containing i. We claim that
there exists an index jy, such that a;, € b and a;, ,a;, 41 belong to two different sides of the
i-cut. Indeed, write b = (ay,...,ay4+;), and observe that j' > 0 (as otherwise b = (i) and
in particular it contains ¢). From i € Range(b) it follows that a;,a; 4 ; belong to different
sides of the i-cut. Let jp < '+ j' be the maximal such that a;, belongs to the same side as
a;. Then jy, satisfies the condition.

Since the sweeps are disjoint, the indices jp are distinct, and so by Definition 7.2, a
(|R;] — 1)-crosses the i-cut. It follows by Lemma 7.3 that |R;| < 2k +1)+1=2k+2. [

We now consider the following setting: we allocate 2k + 1 coordinates, and upon reading
a word (sequentially), we wish to track each “active” sweep in a coordinate. We present
some definitions to establish these notions.

Definition 7.9. Let k,n € N and let P be a partition of {1,...,n}. A k-embedding of P is
a function f: P — {1,...,2k + 2}.

Definition 7.10. Let a = (ay,...,a,+1) be a jump sequence and let by,..., b, be the
sweeps of a. The partition of {1,...,n} induced by ais P, = {Bi, ... B,,} such that B; is
the set of indices appearing in b; for all ¢ € {1,...,m}.

For k € N, a k-embedding f of P, is called valid for a if for every two sweeps b, b’ with
respective B, B € Py, if f(B) = f(B’) then Range(b) N Range(b’) = 0.

Intuitively, this definition says that if two sweeps are assigned to the same coordinate,
then they need to have disjoint ranges, i.e., one of them completes before the other starts.

Lemma 7.11. Let a such that [a]yax < k. Then a has a valid k-embedding.

Proof. For each sweep b of a, let i}, be the minimal index in Range(b) (ties broken arbitrarily).
Let by < ... < b,, be the sweeps, ordered by i,. We assign the values of f to the sweeps in
increasing order, using a greedy algorithm: When assigning f(B) for b, applying Lemma 7.8
to ip, there is at least one free value, and we choose one arbitrarily. []
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A valid k-embedding essentially “dictates” which sweeps should be assigned to which
coordinates. Specifically, we have the following.

Definition 7.12. Let k € N, Let a = (ag, ..., a,+1) be a jump sequence and let f be a valid
k-embedding of a. Let by,..., by, be the sweeps of a and P, = {Bi,..., By} the induced
partition of {1,...,n}. The operation sequence of (a, f) is the unique operation sequence
u®/ defined as follows. For all i € {1,...,n}:

e If i is the minimal index of a left sweep by, then either ¢ = 0, or
u®/ = (acTIVATE, f(By), f(Bi11))
e If 4 is the maximal index of a right sweep by, then either i =n + 1, or
u/ = (DEACTIVATE, f(B)), f(Bi11))

e Otherwise, u™/ = (NONE, f(B)) such that i € B.

i
Dually, any operation sequence induces a partition and a k-embedding, as follows.

Definition 7.13. Let k£ € N and u an operation sequence of length n. The partition and
embedding of u are the partition Py of {1,...,n} and k-embedding f,, are defined as follows.
Let f/: {1,...,n} = {1,...,2k + 2} be

jL u; = (ACTIVATEajLajR)
f'(i) = {jr W = (DEACTIVATE, j, jR)
J u; = (NONE, j)

P, is defined by the equivalence relation where for i < #', i ~ 4" if f'(i) = f'(i’) and there
does not exist i < i’ < ¢’ such that u; is activation or deactivation involving f’(i). fy is
defined to be fu(B) = f'(i) for any i € B.

It is tempting to think that k-embeddings and operation sequences are just two repre-
sentations of the same objects. However, things are somewhat more intricate. Note that if
a is a jump sequence and f is a valid embedding for it then Pya s, fuas are exactly P, f.
However, not every operation sequence u is obtained as u®/ for some a, f. Intuitively, this
happens when the operation sequence does not “connect” the sweeps to a single run, as we
now demonstrate.

Example 7.14. Consider k£ = 2, n = 4, and the sequence
u = ((NONE, 1), (ACTIVATE, 2, 3), (DEACTIVATE, 2, 3), (NONE, 1)

Coordinate 1 is active and holds a single “sweep” through the run, into which we read wy, wy.
Additionally, coordinates 2,3 are activated at step 2 and we read wo into 2, then we read w3
into 3 and deactivate 2,3. The rest of the coordinates are never active. However, there is no
fitting jump sequence, and intuitively the reason is the “sweeps” do not form a single path
with their activations and deactivations.

Moreover, the issue raised in this example is not something that can be fixed “locally
in the definition. Indeed, upon reading the prefix (NONE, 1), (ACTIVATE, 2, 3) of u, there is
no way of telling whether the suffix that is to be read induces a legal jump sequence or not.

9

We lift Definition 7.7 to operation sequences that do not necessarily stem from jump
sequences. Intuitively, this involves defining the range of the partitions, which we do by
taking the minimal interval between activation and de-activation, as follows.
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Definition 7.15. Let u be a k-operation sequence and P, f the partition and embedding

of u. For B € P, the range of B induced by u, is Range, (B) = {i1,...,i2}, where i1, i3 are

defined as follows. Choose i € B arbitrarily.

e If f(B) is activated at some step i’ < 4, then 47 is the maximal such i/, and otherwise
11 = 0.

o If f(B) is deactivated at some step ¢’ > 4, then iy is the minimal such i’, and otherwise
19 =n+ 1.

Note that the ranges above are well-defined (i.e., independent of the choice of i) due to the
equivalence relation defined in Definition 7.13. We additionally define an “inverse” of the
embedding, which tells us to which part in the partition each coordinate/index pair belongs
to, as follows.

Definition 7.16. Let u be a k-operation sequence and P, f the partition and embedding
of u. The inverse embedding is the function f~1': {1,...,2k+2} x {0,...,n+ 1} — P
(by abuse of notation) such that f~1(j,4) is the unique B € P such that f(B) = j and
i € Range(B), or L if no such B exists.

As mentioned above, the problematic operations sequences are those whose embeddings
do not correspond to a single run. As demonstrated in Example 7.14, this happens when
there are disconnected components. We now formalize this property by considering an
appropriate graph.

Definition 7.17. Let u be a k-operation sequence and P, f the partition and embedding of
u. The sweep graph of u is Gy = (V, E) defined as follows. The vertices are V = P, and
two sets in P are connected by an edge if they are activated or deactivated as a pair. That
is, (B, B’) € E if there exists i € Range(B) N Range(B’) such that u; is an activation or
deactivation of f(B), f(B’).

Observe that the degree of the vertices in G is at most 2, since every sweep is activated
and deactivated at most once. Thus, G is a disjoint union of simple paths and simple cycles.
Intuitively, G is of interest to us because its connectivity is equivalent to u stemming from
a jump sequence, and avoiding cases like Example 7.14. Therefore, the NFA we construct
keeps track of the connected components of G during the run. The equivalence is captured
in the following lemma.

Lemma 7.18. Let u be a k-operation sequence and P, f the partition and embedding of u.
There exists a jump sequence a such that u = u®/ if and only if Gy is a simple path.

Proof. Assume Gy, is a path B;,,...,B;,,. For all 1 <1 <m let b;, consist of the elements
of B;, in increasing order if [/ is odd, and in decreasing order if [ is even. Then a =
(0,b;,,...,b;, ,n+ 1) satisfies the requirement.

For the other direction, assume there exists such a. Then the edges of G, correspond to
exactly the pairs of subsequent sweeps of a, with every edge connecting a sweep to the next
one, and so it is a path. []

In order to reason about the components of the graph above in a “sequential” manner,
we define a function that indicates for every coordinate/index pair, which are the sweeps
that are connected to this coordinate. The precise definition is the following.

Definition 7.19. Let u be a k-operation sequence. The component function of u is the
function S: ({1,...,2k +2} x {0,...,n}) — 2812842} 4 { 1} defined inductively as follows.
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e S(1,0) = {1} and S(5,0) = L for all j # 1.
e If i > 0 and u; = (ACTIVATE, jr, jr) then:
= S(jr,1) = S(jr,1) = {jr, Jr}-
- S(]’Z) = S(j7Z - 1) for all] ¢ {ijjR}'
e If i > 0 and u; = (DEACTIVATE, jr, jr) then:
= 8(jr,1) = S(r,1) = L.
= 5(j,1) = S(jr,i — 1) US(jr,i— 1) for all j € (S(jr,i —1)US(ir,i— 1))\ {jr,jr}-
— S(j,i) = S(j,i — 1) for all j & S(jr,i —1)US(jr,i—1).
e If i > 0 and u; = (NONE, j) then S(j',4) = S(j',7 — 1) for all j'.

Note that for j # 1, if j is active at step ¢ then f~!(j,4) # L. For j = 1, however, since it
starts as active, if it is never “used” by u then it remains active through u but there is no B
with f(B) = 1. Hence, we add the restriction that 1 must be used.

Definition 7.20. Let u be a k-operation sequence. We say that u is 1-valid if u contains
an operation involving the coordinate 1.

Observe that if u is 1-valid then f~1(1,0) is the set B containing the minimal index i
such that u; involves 1.

We can now characterize the existence of a cycle (i.e., an isolated connected component)
in Gy in a sequential manner. Intuitively, the characterization is that at some point we
deactivate two coordinates that are connected only to each other. Since the structure of a
cycle may involve several sweeps, the proof is somewhat involved.

Lemma 7.21. Let u be a 1-valid k-operation sequence. Then Gy has a cycle if and only if

there exist i > 0, j1, jr such that u; = (DEACTIVATE, jr, jr) and S(jr,i—1) = S(jr,i—1) =

{jr,jr}-

Proof. Let P, f be the partition and embedding of u. For all ¢ € {0,...,n}, Let G; = (V;, E;)

be the sub-graph of Gy, defined as follows. V; = {B € P | 3 < i,i € Range,(B)}.

Intuitively, V; is the set of all sets that are activated up until (and including) step i. E;

contains all the pairs (B, B’) such that there exists i’ < i,i’ € Range(B) N Range(B’) such

that uy is activation or deactivation involving f(B), f(B’). Intuitively, B, B are activated or

deactivated together up until (including) step i. We claim that for all j € {1,...,2k +2},i €

{0,...,n}:

e If j is inactive at step ¢, then S(j,i) = L.

e If 5 is weakly active at step 4, then S(j,7) = L.

e Otherwise (j is strongly active at step ), S(j,) is the set of coordinates in f(C') that are
strongly active at step 4, where C' is the connected component of f~1(j,4) in G;.

The proof is by induction on i. For i = 0, only j = 1 is (strongly) active, G consists of the

single vertex f~1(1,0), and indeed we have S(1,0) = {1} and S(j,0) = L for all j # 1 by

definition. Let ¢ > 0 and assume the claim holds for ¢ — 1. We consider three cases according

to the ¢’th operation:

e u; is of the form (NONE,j). Then the claim follows from the fact that G;y; = Gy,
S(y',i) =S(j',i — 1) for all j/, and the induction hypothesis.

e u; is of the form (ACTIVATE, jr,jr). Then

Vi =Via U{f (L, 9), ' (jr )} and By = Ei y U{(f " (L, 9), £~ (jr, 1))}
Hence, The connected components of (G; are the same as those of GG;_1 with the addition
of {f_l(j[ni), f_l(jR>i)}' By the definition of S we have S(]Lal) = S(]R7l) = {j[an}



31:24 S. ALMAGOR, N. DAFNI, AND 1. SALGADO Vol. 21:4

and S(j,7) = S(j,i — 1) for all other j. If j is inactive in step i then j ¢ {jr.,jr} and
it is also inactive in step ¢ — 1, and the claim follows from the induction hypothesis. If
j €{jr,jr} then C = {jr,jr}, and the claim follows. Otherwise, j is strongly active at
step ¢ and also at step ¢ — 1, and the claim follows from the induction hypothesis.

e u; is of the form (DEACTIVATE, j1,jr). Then

Vi=Viei and E; = E;_y U{(f (1. 9), f ' (GRr,9))}

By the induction hypothesis, S(jr,i—1) = F(Cr) and S(jr,i—1) = f(Cgr) where C,Cgr
are the connected components of f~1(jp,i — 1), f~1(jg,i — 1), respectively, in G;_1. We
now consider the following cases:

- 7€ (SUr,i —1)US@r,i—1))\{jr,jr}, w.lo.g. j € S(jr,i—1). Since two vertices
being connected by a path is an equivalence relation, we have S(jr,i — 1) = S(j,7 — 1).
In particular, by the induction hypothesis, j is strongly active in step ¢ — 1 and the
connected component of f~1(j,i — 1) in G; is C. Therefore it is strongly active at
step i and the connected component of f~1(j,4) in G; is O, U Cg. Additionally, by the
definition of S, we have S(j,1) = S(jr,i—1)US(jr,i—1) = f(CL)Uf(CRr) = f(CLUCR),
as needed.

— j€{jr,jr}. Then S(j,i) = L by definition and the claim follows.

— Otherwise, j is either strongly active or inactive in both steps i — 1,4, and there is no
change in the connected component. Additionally, S(j,7) = S(j,i — 1), and the claim
follows from the induction hypothesis.

Assume Gy has a cycle C. Every “sweep” is of degree at most 2 in Gy, as every sweep
is activated at most once and deactivated at most once. In particular, all “sweeps” in C
have degree exactly 2, and so C is a connected component. Additionally, every such “sweep”
is necessarily deactivated, or else it would have degree lower than 2. Let By, Br € P be
the last vertices in C' that are deactivated, let ¢ be the index in which it happens and
jr,jr be the corresponding coordinates. Then u; = (DEACTIVATE, j1., jr), and By, B are
the only vertices B € C such that f(B) are active at step i. Hence, they are also the
only vertices B € C such that f(B) is strongly active at step i — 1, and by the claim we
have S(jr,i — 1) = S(jr,i — 1) = {jr,jr}, as needed. For the other direction, assume
u; = (DEACTIVATE, j1, jr) and S(jr,i — 1) = S(jr,i — 1) = {jr,jr}- Then by the claim,
fYGr,i—1), f~Y(jr,i — 1) are connected in G;_;. Additionally, G; is obtained from G;_;
by adding an edge between them, forming a cycle. []

Lemma 7.21 essentially shows that an NFA can sequentially track an operation sequence
and determine whether it corresponds to a run. It remains to deal with the requirement
that [a]yax < k.

Definition 7.22. Let u be a k-operation sequence. The distance function of u, is the

function : {0,...,n} x {1,...,2k + 2} — 28242} 4y {1} defined as follows. For 1 < j <

2k+2,1<i<n:

e If j is inactive at step ¢ then #(j,7) = L.

e Otherwise, t(j,7) =i — i/, where i’ is the maximal index such that ¢/ < i and u; (either
an ACTIVATE or a NONE operation) involves j, or t(j,4) = i if there does not exist such #'.

Intuitively, this captures the size of the jumps made by A. ¢(j,7) is the number of steps that
passed since we last read a letter into the relevant sweep. Thus, we have that [a]yax < k if

and only if the jumps prescribed by t are bounded. More precisely, we have the following.
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Observation 7.23. Let £ € N and a a jump sequence. Then [a]yax < k if and only if there
exist a valid k-embedding f such that for the operation sequence u®7 it holds that for every
1<i<nandl<j<2k+ 2 that is active at step i, we have ¢(j,7) < k — 1.

We are now ready to describe the construction of our NFA.

Proof of Lemma 7.4. Denote A = (£,Q,0,Qo, F'). We construct B = (3,Q’,d',Qq, F') as
follows:

Q = ({R, LY x Q x {0,...,k — 1} x 28--2k+2}) {1 1)2k+2 " Intuitively, B guesses
an operation sequence, which also dictates which coordinate every letter is read into, and
simulates A or its reverse on the chosen coordinate. After reading the i’th letter, each
coordinate j that is strongly active at step ¢ is marked by a tuple including the following
information:

e A flag specifying whether the sweep f~1(j,4) is a right or a left sweep.

e The current state in the simulated run of A on wg-1(;;), where wg-1(;;) is the turning

j?i)
subword wy, for the sweep b given by f~1(j,1).
e t(j,1) (where t is the distance function).

e S(j,i) (where S is the component function).

If j is inactive or weekly active at step i, it is marked by L.

Q6 = {(Ra 40,0, {1}) ’ qo € QO} X {L}2k+271'

F' = {(v1,...Var42) | there exists j such that v; = (R,qy,t,{j}), where ¢ € F, and
v = L for all j’ # j}.

We proceed to define §’ as a case split of three cases, corresponding to the different
possible operations. A vector (v,..., Vg, o) isin §'((vi,..., vari2),0) if it satisfies one of
the following conditions:

e Transition corresponding to NONE operations: There exists 1 < j < 2k + 2 such that:

— Either v; = (R, g;,5,5;),v'j = (R, q},0,5;) where q; € §(¢;,0), or v; = (L, q;,t;,5;),
v'j = (L,q},0,5;) where g¢; € §(q},0).

— For all j, 75 j, either Vi = V;-, = J_, or vy = Dj/, q;j’, tj/, Sj/ and V;-/ = Dj/, q;’, tj/ + 1, Sj/
Note that t; + 1 must not exceed k, reflecting the fact that we cannot go beyond
jumping budget k.

e Transition corresponding to ACTIVATE operations: There exist 1 <y, jr < 2k + 2 such
that:

_V;L:VjR:J—'. y

- VjR = (R7 q, 07 {jL)jR})’

- v, = (L,p,0,{jr,jr}) such that ¢ € §(p,o). Intuitively, ¢ is the “turning state”

JL
between the two sweeps, and since a letter is read into coordinate jr,, its state is set to

p.
— For all j & {jL,jr}, either vij =v'j = L, or v; = (4, 45,5, S;) and v}l = (Dij, qij, t; +
1,55).
e Transition corresponding to DEACTIVATE operations: There exist 1 < jr,jr < 2k 4 2 such
that:
— ViL = (L7q/7th’SjL)'
— Vjp = (R, ¢, tjn, Sjp), where ¢’ € §(q,0).
-V =V =1
— For all j ¢ {jr,jr}, either v; = vg- =1, or v; = (Dj,q,t;,5;) and vg- = (Dj,qj, t; +
1,5%), such that if j ¢ S;, USj, then Si = S5;, and if j € Sj, US;, then St = S5; US;,.
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— Tt does not hold that S;, = S;, = {jr,ir}-

It remains to prove the correctness of the construction. Assume Ay,x(w) < k, with a
corresponding jump sequence a. By Lemma 7.8, a has a valid k-embedding f. Let u = u®/f.
By Lemma 7.18, Gy is a path, whose first vertex B must have f(B) = 1 and therefore
u is 1-valid. Consider the run p of B that “guesses the operations” of u and correctly
simulates accepting runs of A or its reverse on each of the sweeps. Such a run exists with
the constraint on the distance function satisfied by Observation 7.23, and the condition
Sj, = Sjp = {jr,jr} never occurs upon an operation (DEACTIVATE, jr,, jr) by Lemmas 7.18
and 7.21. Hence B accepts w.

Conversely, assume w € £(B) with an accepting run p. Let u be the operation sequence
guessed by p, and P, f be the partition of {1,...,n} and embedding corresponding to u.
Every vertex in Gy has degree at most 2. Gy, is the disjoint union of either a simple path (if
u is 1-valid) or an isolated vertex (otherwise), and any number of cycles. By Lemma 7.21, G
has no cycles, and is therefore a simple path, and in particular, u is 1-valid. By Lemma 7.18,
There exists a jump sequence a such that u = u®/. Since p is accepting, we have that
wa € £(A). Additionally, by Observation 7.23 we have [a]yax < k, and so Ayax(w) < k. [

We can now conclude the decidability of boundedness in the usual manner.

Theorem 7.24. The following problems are decidable for the MAX semantics: k-BND,
PArRAM-BND, UN1v-k-BND, and UNIV-PARAM-BND.

The proof of Lemma 7.4 shows that the size of B is polynomial in the size of 4 and
single-exponential in k, giving us PSPACE membership for UN1v-k-BND, and EXPSPACE/
2-EXPSPACE for UN1v-PARAM-BND with unary/binary encoding, respectively.

Note that as with the other semantics, we trivially get PSPACE-hardness for UNIv-
0-BND (and therefore hardness for UNIV-PARAM-BND and PARAM-BND). For the case of
UN1v-k-BND for k # 0, however, we leave the lower bound open. We note that the hardness
techniques used for the other semantics fail for the MAX semantics. Specifically, this is due
to the fact that unlike the other semantics, MAX is not cumulative: that is, once a prefix
of a jump sequence attains cost k, even if the rest of the permutation has additional cost,
the overall cost might still be k. This means that we cannot use the O-prefixes as in other
hardness proofs to “max out” the jumping budget.

8. INTERPLAY BETWEEN THE SEMANTICS

Having established some decidability results, we now turn our attention to the interplay
between the different semantics, in the context of boundedness. We show that for a given
JFA A, if A, s is bounded, then so are Ayax and Ayay, if Auau is bounded, then so is Aggy,
and if Ayax is bounded, then so is Azzy. We complete the picture by showing that these
are the only relationships — we give examples for the remaining cases (see Table 2).

Lemma 8.1. Consider a JFA A. If A,gs is bounded, then Ayax is bounded.

Proof. For every jump sequence a we have [a]yax < [a]. It follows that for all £ € N,w € ¥*,
if there exists a jump sequence a such that w, € £(A) and [a] < k, then we also have
[a]uax < k, and the claim follows. ]

Lemma 8.2. Consider a JFA A. If A,gs is bounded, then Ay is bounded.



Vol. 21:4 QUANTITATIVE SEMANTICS FOR JUMPING AUTOMATA 31:27

Proof. Consider a word w € ¥*, we show that if A.ps(w) < k for some k£ € N then
Agan(w) < (2k + 1)(k + 1). Assume A,ps(w) < k, then there exists a jump sequence
a=(ag,...,an+1) such that [a] <k and wa € £(A). In the following we show that a; =i
for all but (2k + 1)(k + 1) indices, i.e., [{i | a; #i}| < (2k+1)(k + 1).

It is convenient to think of the jumping head moving according to a in tandem with
a sequential head moving from left to right. Recall that by Lemma 4.3, for every index i
we have that i — k < a; < i+ k, i.e. the jumping head stays within distance k from the
sequential head.

Consider an index i such that a; # ¢ (if there is no such index, we are done). We claim
that within at most 2k steps, A performs a jump of cost at least 1 according to a. More
precisely, there exists i +1 < j < ¢ + 2k such that |a; — a;j—1| > 1. To show this we split to
two cases:

e If a; > i, then there exists some m < i such that m has not yet been visited according
to a (i.e., by step 7). Index m must be visited by a; within at most k steps (otherwise it
becomes outside the i — k,i + k window around the sequential head), and since a; > i, it
must perform a “ left jump” of size at least 2 (otherwise it always remains to the right of
the sequential reading head).

e If a; < i, then there exists some m > ¢ such that m has already been visited by step i
according to a. Therefore, within at most 2k steps, the jumping head must skip at least
over this position (think of m as a hurdle coming toward the jumping head, which must
stay within distance k of the sequential head and therefor has to skip over it). Such a
jump incurs a cost of at least 1.

Now, let B = {i | a; # i} and assume by way of contradiction that |B| > (2k + 1)(k + 1).
By the above, for every ¢ € B, within 2k steps the run incurs a cost of at least 1. While
some of these intervals of 2k steps may overlap, we can still find at least k£ 4+ 1 such disjoint
segments (indeed, every i € B can cause an overlap with at most 2k other indices). More
precisely, there are i; < iz < ... <y in B such that i; > 4;_1 + 2k for all j, and therefore
each of the costs incurred within 2k steps of visiting 7; is independent of the others. This,
however, implies that [a] > k£ + 1, which is a contradiction, so |B| < (2k + 1)(k + 1).

It now follows that Ayan(w) = [{i | we, # wi}| < {i]ai # i} < 2k+1)(k+1) ]

Lemma 8.3. Consider a JFA A. If Ayan is bounded, then Agpgy is bounded.

Proof. Consider a word w € ¥*, we show that if Ay,y(w) < k for some k£ € N then
Agey(w) < 3k. Assume Aypy(w) < k, then there exists a jump sequence a = (ag, ..., an4+1)
such that wa € £(A) and w, differs from w in at most k£ indices. We claim that we can
assume without loss of generality that for every index 7 such that w,, = w; we have a; =1
(i.e., i is a fized point). Intuitively — there is no point swapping identical letters. Indeed,
assume that this is not the case, and further assume that a has the minimal number of
fixed-points among such jump sequences. Thus, there exists some j for which a; # j but
wq; = wj. Let m be such that a,, = j, and consider the jump sequence a’ = (ay,...,a; )
obtained from a by composing it with the swap (a; ar,). Then, for every i ¢ {j, m} we have
that a; = a;. In addition, a}; = a,, = j as well as a;,, = a;. In particular, a’ has more fixed
points than a (exactly those of a and j). However, we claim that wa = wa/. Indeed, the only
potentially-problematic coordinates are a; and ap,. For j we have w,; = w; = W - and for
m we have wy = Wa; = Wj = Wa,,- This is a contradiction to a having a minimal number
of fixed points, so we conclude that no such coordinate a; # j exists.
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Next, observe that Turn(a) C {i | a; # iV aj+1 # i+ 1V a1 # i — 1}. Indeed,
ifaj_1 =1—1, a; = i and a;41 = ¢ + 1 then clearly ¢ is not a turning index. By the
property established above, we have that w,, = w;, if and only if a; = ¢. It follows that
Turn(a) C {i | wa, # Wi V Wa,, # Wit1V Wq;_, 7# wi—1}, so |Turn(a)| < 3k (since each index
where wy # w is counted at most 3 times® in the latter set). ]

Combining Lemmas 8.2 and 8.3, we have the following.
Corollary 8.4. Consider a JFA A. If A, ps is bounded, then Aggy is bounded.

The MAX semantics poses a greater challenge than other semantics. Nonetheless, we are
able to relate it to the other semantics.

Lemma 8.5. Consider a JFA A. If Ayax is bounded, then Aggy is bounded.

Before proving the lemma, we first demonstrate the difficulty in proving it. Observe
that for each of the previous implications between the semantics regarding boundedness, in
order to show that a word w with low cost in one semantics also has low cost in another, we
actually show that a jumping sequence a that “witnesses” this low cost in the one semantics,
also witnesses it in the other. For example, in the proof of Lemma 8.2, given w and a such
that [a] < k, we showed that dy(w,wa) < (2k + 1)(k + 1), and similar results hold in the
contexts of Lemmas 8.1 and 8.3.

Unfortunately, an analogous claim does not hold for the relationship between MAX and
REV. Indeed, for w,a such that [a]yax < k the value min{#gpgy(b) | wp = wa} can be
unboundedly large. Stated precisely, the following example demonstrates the existence of a
(non-regular) language L and a language L’ such that every w € L’ has a permutation in L,
with {min{[a]yax | wa € L} | w € L'} being bounded, but {min{#xsev(a) | wa € L} | w €
L’} is unbounded.

Example 8.6. For n € N, let w™ = abcaabca*be---a"be = (a2zbc)?:0, and w'™ =
acbaacba*ch---a*'cb = (a* cb)P_,. Consider L = {w™ | n € N}, I/ = {w/™ | n € N}.
Observe that, while L is unbounded in the MAX semantics, we do get bounded MAX when
restricting the input to L’. That is, every /(™ € L’ has a permutation w(™ € L induced

by the jump sequence a which “swaps every cb into be”, which yields [a]yax = 1 and
(n) _ , (n) )
=w

Wa
n increases. Since w(™ is the only permutation of w'(™ belonging to L, the claim follows.
Before proving this formally, we give an intuitive approach. Consider the words

. However, we show that min{#ggy(b) | wsn = w(™} is unboundedly large as

w™ = abcaabcaaaabealbea®bea2bea®tbe

w'™ = acbaacbaaaacha®cba®cba2cba® b

and try to construct a jumping run on w'™ that reads w(™, with very few reversals. In
order to minimize reversals, it seems reasonable to skip the first ¢, and then obtain the bc
pairs by taking b from one pair with the ¢ from the next cb. However, in order to read
enough a’s in between pairs, one must skip some b’s as well. Then, after one sweep, we
somehow need to go back and pick the remaining b’s and c¢’s, together with enough a’s in
between. There, problems start to arise — if we leave too many “holes” in the word, we find
ourselves needing to go back and forth to pick up a’s. This is far from any formal argument,

3A slightly finer analysis shows that this is in fact at most 2k, but we are only concerned with boundedness.
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but playing around with this approach gives a strong feeling that the reversals should be
unbounded. We now turn to give a formal argument for this.

)

Assume by way of contradiction that there exists k such that min{#gey(b) | wsn =
w™} < k for all n. Consider n = 100k? and v’ = w'™, and let b be a jump sequence
such that #gpv(b) < k and w), = w(™. We partition {1,...,|w'|} into k segments, each
corresponding to a sub-word of w’ consisting of 100k consecutive sequences of the form a*cb.
That is, for every i € {1,...,k}, let n; = Z}iol’g"o,c(i_l)ﬂ(? +2) (note that each 27 + 2

is the length of the j-th a*cb sequence), and the i’th segment is then S; = {Z;i:—ll) n; +
1,..., 2;21 nj}. In addition, let

BY ={jeS|wj=b} BP={le{l,....|w|}|w=bATj€S;:b;=1}

That is, we consider the set B;““/ of occurrences of the letter b that belong to the i’th segment
of w’, versus the set of occurrences of b that are read by the :’th segment of b. As a
sanity check, if b is the jump sequence that always flips the pairs ¢b to be (which is not
bounded-reversal), namely

b=(0,1,3,2,4,5,7,6,8,9,10,11,13,12,...)

then we would have Bg”/ = BP, since all b’s are read in their original segment. Specifically,
we would have (depending on k) e.g., BY = BP = {3,7,13,...}, where the “reason” for
3 € Bl is because by = 3. Another way to view BP is as the set of occurrences of b that
are read at fimes that correspond the i-th segment.

Fix i € {1,...,k} and let A = (U;_, B}”l) \ (Uj=1 B;’) be the set of occurrences of b
that have not yet been read by wj, after reading segments 1,...,7. We claim that |A] < 2k
(actually, |A| < k+ 1 < 2k, but 2k is more convenient to work with). That is, after reading
1 segments, at most 2k of the b’s belonging to the first i segments of w’ remain unread.
Intuitively, if there are many b’s appearing at the beginning of w’ that are read at a late
stage of the jump sequence, then between every two such b’s we must read a huge number of
a’s — more a’s than those available around the first ¢ segments, and thus we must make a
jump to the right and back to the left in order to read sufficiently many a’s, resulting in too
many reversals.

Formally, consider the set C' = {m | b,,, € A}, i.e., the inverse image under b of the set
A. Intuitively, m € C means that at timestep m we have w,’om = b, but by, is before the end
of S;, whereas m is after. We order the elements of C' as m; < ... < My

Intuitively, we claim that once b is read at time m; for some 1 <1 < |A|, then before
reading b again at m;y1, so many a’s need to be read, that a segment above ¢ must be visited,
which is only possible with a reversal.

More precisely, for every | < |A| let D; = {t | my < t < my41 A wy = a}. Since
my € U;~; 5j we have that [D| > 2100ki+1 (gince we need to read at least this many a’s
between consecutive b at such late times). For all ¢ € D; we have that wl’ot = a, but
I{t € U;Zl S | wp = a}| = S22 or < 2100ki+1 and so there exists ¢ € Dy \ U§:1 S;.

Since by, b, € A C U§:1 S; we conclude that b performs at least one reversal
between the indices m;, m;11. Thus, b performs at least |A| — 1 reversals overall, and so
A < #rov(b) +1 < k+1< 2.

We now claim that, intuitively, the b’s of w’ are read “mostly sequentially” in the
following sense: Denote by B; = B}”/ N BZb the set of “well-behaved” b’s — those that are in
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segment i and are read at a time corresponding to segment i. We claim that | B;| > 96k for
all i. Indeed, |BY'| = 100k by definition, and observe that any occurrence of b € BY' that is
read “too early” (i.e., read in segment j < i) is by definition not itself in segment j < 7 (this
is a trivial observation), i.e.,

i1 i—1 i—1
/ b b !
grofUsy|<|\Usr |\ | UBY
j=1 j=1 j=1
Additionally, we observe that there are equal numbers of b’s that are read in times before

segment ¢, but are not in locations before segment i, as there are b’s that are in locations
before segment 7, but are not read in times before segment ¢. That is,

i—1 i—1 i1 i—1
b ’ ' b
Usr v iusr || =[(Us v [UB
j=1 j=1 j=1 j=1
Indeed, this follows since | U;;ll B}-Ul\ = | U;;ll B}D|, and in both sides we remove the same
set of “well-behaved” b’s. ' .
Thus, by the bound on |A| and since B N () B]'-’) C A, we have | B N () B}’)| <

2k. Since any b that is after segment ¢ and read later than segment ¢, was in particular not
read up to segment ¢, we have

mo(Ust] e (Us ) [UB) ca
j>i j=1 j=1

So again by the bound on |A| we now have

i1
w’ b w’ b b
|Bi| > |B;” NBY| =|B{" \ UB]-UUB]- =
j=1 j>i

i—1
1B | — B n | BP| - |BY n| J BP| = 100k — 2k — 2k = 96k

j=1 7>

We next claim that for all 4, B; is not read monotonically, that is, there exist ji < ji € S,
such that bjé- < bj{ € B;. Intuitively, it is impossible to read the majority of b’s of a segment
from left to right without making a reversal between many pairs of subsequent b’s, resulting
in too many reversals. Indeed, assume by way of contradiction that is not the case, and
so there exist m1 < ... < mg,| € Si such that by, < ... < bmlBi‘ € B;. We have

\B;”' \ B;| < 4k, and so denoting B}”/ ={l1 <...<lioox}, there exist at most 8% indices of
the form [; € B;-”/ such that at least one of l;, ;11 is not in B;. Hence, there exist at least 92k
indices [; € B}”/ such that I, l; 11 € B;. For each such index [;, consider the infix of w’ given
by w{)lt , wl’ozﬁrl’ . 7w{3lt+1*17 wi’ltﬂ' Note that this is a contiguous infix of w’ from index

by, of length l;11 — l;. By our assumption (that the b’s are read consecutively), it follows

that this infix is of the form ba*cb, as a consecutive infix of w’ between two occurrences of b.

We now compare this infix to what is actually read following b. While reading b’s happens

consecutively within B}”/, outside it the behavior can be arbitrary, with the exception that

the resulting word is w’. We therefore have that, wy, wy, = - wy, wy, € (bea®)*b.
t t+1 lg41—1 lgr1
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In particular, between reading the two b’s we must at some point read ca. However, ca is
not available in the consecutive infix above. Therefore, there must be at least one reversal in
b during this infix. Since this is true in every one of the 92k indices we consider, it follows
that #geyv(b) > 92k > k, thus leading to a contradiction.

To finalize the proof, this contradiction means that most b’s of each segment are read by
the corresponding segment of the jump sequence, thus incurring an overall “nearly sequential”
run on the b’s, but each of the k segments also incurs a reversal within the segment. Since we
have k segments, this sums up to at least 2k reversals (i.e., two turning points per reversal).
More precisely, for all i we have S; < S;+1 and B; < B;11, and so 0 < ji < ji < j? <
J3 < ... <jt <jb<n+1 whileby<bjy <bj <bj<bp<.. <byg<by<bu,
resulting in #gey(b) > 2k > k, leading to a contradiction.

The example shows that in proving Lemma 8.5, there is no hope to take a jump sequence
a with bounded [a]yax and show that it induces bounded reversals, nor that we can modify
it and obtain the same word using another jump sequence with bounded reversals. We must
actually find an entirely different word that is accepted with a different jump sequence with
bounded reversals, but is still in the target language.

We proceed with the proof of Lemma 8.5. Intuitively, we show that the jump sequences
witnessing the bounded MAX induce words consisting of boundedly many sequences of the
same letter (e.g., a*b*c*). These words are in £(A) by definition, and in turn, they witness
a bounded REV cost for every w € J(A).

Proof of Lemma 8.5. Let A be a JFA such that Ayax(w) < k for all w € J(A). Let w € J(A).
Write ¥ = {01,..., 05|}, and for all i € {1,...,[X[}, let m; be the number of o; occurrences

in w. Then w' = o™ ---nglz‘ € J(A), and therefore has a jump sequence a such that

[aluax < k and w) € £(A). By Lemma 7.3 we have that #x(a, 22:1 mj) < 2k + 1 for
all 1 < < [S] = 1. It follows that w} € {of + ...+ ofy}* for & = (%] = 1)(2k + 1) + 1,
since every transition between sequences of two different letters crosses at least one of the
|X| — 1 corresponding cuts. Observe that w} is also a permutation of w, and we claim that
there exists a jump sequence b such that wp, = w), and #grey(b) < k’. Indeed, writing
wh = 0;11 e a;:', the above can be achieved by reading any r; indices of w containing oy,

from left to right, then 7o occurrences of o, from right to left, and so on. We therefore have
that Aggy(w) < K for all w € J(A). []

We proceed to show that no other implication holds with regard to boundedness,
by demonstrating languages for each possible choice of bounded/unbounded semantics
(c.f. Remark 3.5). The examples are summarized in Table 2, and are proved below.

Example 8.7. The language (a+b)* is bounded in all semantics. This is trivial, since every
word is accepted, and in particular has cost 0 in all semantics.

Example 8.8. The language c*ac*bc* is unbounded in the ABS semantics, but bounded in
HAM, REV and MAX. Indeed, let A be an NFA such that £(A) = c*ac*bc* and consider a
word w € J(A). If w € £(A), then trivially Agay(w) = 0. Otherwise, w € ¢*bc*ac*, and
Agan(w) = 2. Overall, HAM is bounded, and by Lemma 8.3, so is REV.

For MAX, we again only need to consider words w € ¢*bc*ac*. Intuitively, in order to
read a before b, we must jump over b, but leave enough ¢’s unread so that we can go back
from a to b, and then forward again until the end of the word. Consider the case that
w € c*b(cee)*ac*, that is, there exist 4, j such that w; = b, wit3j41 = a, and wy, = ¢ for all
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ABS HAM REV MAX Language

Bounded Bounded Bounded Bounded (a+b)*
Unbounded  Bounded Bounded Bounded c*ac*bc*
Unbounded  Bounded Bounded  Unbounded (a+b)*a
Unbounded Unbounded Bounded Bounded ((a(aa)"b(bb)")"+

(b(bb)*a(aa)*)*)(a* + b*)

Unbounded Unbounded Bounded Unbounded a*b*
Unbounded Unbounded Unbounded Unbounded (ab)*

Table 2: Examples for every possible combination of bounded/unbounded semantics. The
languages are given by regular expressions (e.g., (a + b)*a is the language of words
that end with a.)

other k. Consider the jump sequence a = (0,1,...,i —1,i+1,i+4,i+7,...i+3j+ 1,i +
3j,i+3j—3,...4,i+2,i+5,...i+3j—1,i+3j+2,i+3j+3,...n+1). That is, we first
read the first sequence of c. We then jump over the b and read every third ¢ until reaching
a. After reading the a, we turn and read every third ¢ while moving left until reaching b
and reading it, then turn again and read the remaining ¢’s in increasing order. We have
[aluax = 2. The analysis for w € ¢*b(cce)*cac* and w € ¢*b(cec)*ccac* is similar, and we
have that MAX is bounded.

For ABs, however, consider the word w = bc"a for every n € N. Any accepting jump
sequence a has aj =n+2,a;, =1 for j < k. Let AC{2,...,n+1} ={a; | i < j}. That
is, A corresponds to all those ¢’s that are read before the a. Denote A = {i1,...,44} and
A= {7;|A|+17 ey Zn} NOW,

n+1

[a] :Z[[ai —a;-1] >

J k
= Z[[ai —ai—1] + Z la; — a;—1]
i=1 i=j+1

*)
> (Al +1) + (n —|A4])
=n+1

Where (%) is due to the fact that every ”skipped” letter adds 1 to the size of at least one
jump. By increasing n, we have that ABS is unbounded.

Example 8.9. The language (a + b)*a is bounded in the HAM and REV semantics, but
unbounded in ABS and MAX. Indeed, let A be an NFA such that £(A) = (a + b)*a and
consider a word w € J(A), then w has at least one occurrence of a at some index i. Then,
for the jumping sequence a = (0,1,2,...,i — 1,n,i +1,...n — 1,4,n + 1) we have that
wa € £(A). Observe that dy(wa, w) < 2 (since w, differs from w only in indices i and n),
and Turn(a) C {i,n}, so Agau(w) < 2 and Agpy(w) < 2.

For ABS and MAX, however, consider the word ab™ for every n € N. Since the letter a
must be read last, any jumping sequence a accepting the word has a, =1 and a,11 =n+1,
meaning a jump of length n — 1 occurs. We therefore have that A,gs, Aynax are unbounded.



Vol. 21:4 QUANTITATIVE SEMANTICS FOR JUMPING AUTOMATA 31:33

Example 8.10. Let L = ((a(aa)*b(bb)*)* + (b(bb)*a(aa)*)*)(a* + b*). That is, L consists
of all the words where every maximal sequence of all a or all b is of odd length, except
maybe the last. L is bounded in the REV and MAX semantics, but unbounded in ABS and
HAM. Indeed, let A be an NFA such that £(A) = L. We have that J(A) = {a + b}*: Let
w € {a+b}*. If we (a* +b*) then clearly w € L. Otherwise, let m,n be the number of
occurrences of a, b in w respectively. If either of m,n is odd then a™b™ or b"a™, respectively,
is a permutation of w and is in £(A). Otherwise, a™~!bab™ ! is. To see that MAX is bounded,
intuitively, we read the word mostly sequentially, except when reaching the end of a sequence
of w.l.o.g a’s, we swap the last a of the sequence with the subsequent b if needed to maintain
the parity condition. Formally, consider the jump sequence a = (0,1, ag, ...an,n + 1) where
a; for 2 < 4 < n is defined inductively as follows, maintaining the invariant that for all
J,a; € {j—1,5,j+1} and aj = j —1 <= a;_1 = j (that is, a consists of disjoint
transpositions of subsequent indices). We say that ¢ is post-change if w;—; # w;, and is
pre-change if i < n and w; # w;11. We consider the following cases:

e If ¢ is neither post-change nor pre-change, then a; = 1.

1 a;—1 = 1 —1
e If i is post-change and not pre-change, then a; =<¢—1 q;_1 =1
) ai_lzi—2(soai_2:i—1)

e If i is pre-change, then let j be the maximal index such that j < ¢ and wg; # w;, or j =0
if such j does not exist. Then a; = {Z Z _J, ?S odd
14+ 1 ¢—7jiseven
It holds that wa € J(A). Since a consists of disjoint transpositions of subsequent indices
we have that [a]yax < 2 (with a jump of size 2 possibly occurring if two swaps are made
consecutively). In conclusion, Ay,x is bounded. By Lemma 8.5 we have that Aggy is also
bounded.

For HAM, however, consider the word w = (aabb)"™. For any k and any permutation w’
of w with dy(w,w’") < k, w' has at least n — 2k sequences of length 2, and in particular
w' ¢ J(A) for a large enough n. It follows that Ay, is unbounded, and by Lemma 8.2, so
is Aags-

Example 8.11. The language a*b* is bounded in the REV semantics, but unbounded in
HAM, ABS and MAX. Indeed, let A be an NFA such that £(A) = a*b* and consider a word
w € J(A), and denote by i1 < ig... < i} the indices of a’s in w in increasing order, and by
j1 > Jja > ... > jn_k the indices of b’s in decreasing order. Then, for the jumping sequence
a= (i1,...,ik, J1s---Jn—k,n + 1) we have that wa € £(A), and Aggy(w) < 2 (since the
jumping head goes right reading all the a’s, then left reading all the b’s, then jumps to
n+1).

For HAM and MAX, consider the word w = b"a™ for every n € N. The only permutation
of w that is accepted in £(A) is w’ = a™b", and dy(w,w’) = n, so Ayay is unbounded.
By Lemma 8.2 it follows that A,zg is also unbounded. Additionally, any jumping sequence
a accepting the word has ag = 0 and a; > n + 1, thus incurring a jump of length at least n,
and so Ay.x 1s also unbounded.

Example 8.12. The language (ab)* is unbounded in all the semantics. Indeed, let A4 be an
NFA such that £(A) = (ab)*.

Consider the word w = b"a™ for every n € N, and let a = (ag, a1, ..., a2,, a2p+1) such
that wa € (ab)*, then for every odd i < 2n we have a; € {n+1,...,2n} and for every even
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i < 2n we have a; € {1,...,n}. In particular, every index 1 < i < 2n is a turning point,
80 Aggy(w) = 2n, and Aggy is unbounded. By Lemmas 8.3 and 8.5 and Corollary 8.4, it
follows that Axgs, Auam, Auvax are also unbounded.

9. Di1scussION AND FUTURE WORK

Quantitative semantics are often defined by externally adding some quantities (e.g., weights)
to a finite-state model, usually with the intention of explicitly reasoning about some
unbounded domain. It is rare and pleasing when quantitative semantics arise naturally
from a Boolean model. In this work, we study four such semantics. Curiously, despite the
semantics being intuitively unrelated, it turns out that they give rise to interesting interplay
(see Section 8).

We argue that Boundedness is a fundamental decision problem for the semantics we
introduce, as it measures whether one can make do with a certain budget for jumping. An
open question left in this research is existentially-quantified boundedness: whether there ezists
some bound k for which Aggy is k-bounded. This problem seems technically challenging, as
in order to establish its decidability, we would need to upper-bound the minimal & for which
the automaton is k-bounded, if it exists. The difficulty arises from two fronts: first, standard
methods for showing such bounds involve some pumping argument. However, the presence
of permutations makes existing techniques inapplicable. We expect that a new toolbox is
needed to give such arguments. Second, the constructions we present for UNIV-PARAM-BND
in the various semantics seem like the natural approach to take. Therefore, a sensible
direction for the existential case is to analyze these constructions with a parametric k.
The systems obtained this way, however, do not fall into (generally) decidable classes. For
example, in the HAM semantics, using a parametric £ we can construct a labelled VASS. But
the latter do not admit decidable properties for the corresponding boundedness problem.

We remark on one fragment that can be shown to be decidable: consider a setting
where the jumps are restricted to swapping disjoint pairs of adjacent letters, each incurring
a cost of 1. Then, the JFA can be translated to a weighted automaton, whose boundedness
problem is decidable by [Has82, LP04]. We remark that the latter decidability is a very
involved result. This suggests (but by no means proves) that boundedness may be a difficult
problem.
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