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ABSTRACT. The growing size of graph-based modeling artifacts in model-driven engineering
calls for techniques that enable efficient execution of graph queries. Incremental approaches
based on the RETE algorithm provide an adequate solution in many scenarios, but are
generally designed to search for query results over the entire graph. However, in certain
situations, a user may only be interested in query results for a subgraph, for instance when
a developer is working on a large model of which only a part is loaded into their workspace.
In this case, the global execution semantics can result in significant computational overhead.

To mitigate the outlined shortcoming, in this article we propose an extension of the
RETE approach that enables local, yet fully incremental execution of graph queries, while
still guaranteeing completeness of results with respect to the relevant subgraph.

We empirically evaluate the presented approach via experiments inspired by a scenario
from software development and with queries and data from an independent social network
benchmark. The experimental results indicate that the proposed technique can significantly
improve performance regarding memory consumption and execution time in favorable cases,
but may incur a noticeable overhead in unfavorable cases.

1. INTRODUCTION

In model-driven engineering, models constitute important development artifacts [Ken02].
With complex development projects involving large, interconnected models, performance of
automated model operations becomes a primary concern.

Incremental graph query execution based on the RETE algorithm [For89] has been
demonstrated to be an adequate solution in scenarios where an evolving model is repeatedly
queried for the same information [SIRV18]. In this context, the RETE algorithm essentially
tackles the problem of querying a usually graph-based model representation via operators
from relational algebra [Cod70]. Thereby, the RETE algorithm supports not only graph
queries in the form of plain graph patterns, but also covers advanced formalisms for query
specification such as nested graph conditions [HP09]. On the flip side, the relational operators
are not designed to exploit the locality typically found in graph-based encodings. Current
incremental querying techniques consequently require processing of the entire model to
guarantee complete results. However, in certain situations, global query execution is not
required and may be undesirable due to performance considerations.

For instance, a developer may be working on only a part of a model loaded into their
workspace, with a large portion of the full model still stored on disk. A concrete example of
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this would be a developer using a graphical editor to modify an individual block diagram from
a collection of interconnected block diagrams, which together effectively form one large model.
As the developer modifies the model part in their workspace, they may want to continuously
monitor how their changes impact the satisfaction of some consistency constraints via
incremental model queries. In this scenario, existing techniques for incremental query
execution require loading and querying the entire collection of models, even though the user
is ultimately only interested in the often local effect of their own changes.

The global RETE execution semantics then results in at least three problems: First, the
computation of query results for the full model, of which only a portion is relevant to the
user, may incur a substantial overhead on initial query execution time. Second, incremental
querying techniques are known to create and store a large number of intermediate results
[SIRV18], many of which can in this scenario be superfluous, causing an overhead in memory
consumption. Third, query execution requires loading the entire model into memory,
potentially causing an overhead in loading time and increasing the overhead in memory
consumption.

These problems can be mitigated to some extent by employing local search [CFSV04,
GHS09, ABJ*10], which better exploits the locality of the problem and lazy loading ca-
pabilities of model persistence layers [cdo, DSB*17], instead of a RETE-based technique.
However, resorting to local search can result in expensive redundant search operations that
are only avoided by fully incremental solutions [SIRV18].

In this article, we instead propose to tackle the outlined shortcoming of incremental
querying techniques via an extension of the RETE approach. This is supported by a relaxed
notion of completeness for query results that accounts for situations where the computation
for the full model is unnecessary. HEssentially, this enables a distinction between the full
model, for which query results do not necessarily have to be complete, and a relevant model
part, for which complete results are required. The extended RETE approach then anchors
query execution to the relevant model part and lazily fetches additional model elements
required to compute query results that meet the relaxed completeness requirement. Our
approach thereby avoids potentially expensive global query execution and allows an effective
integration of incremental queries with model persistence layers.

The remainder of this article is structured as follows: Section 2 provides a summary of
our notion of graphs, graph queries, and the RETE mechanism for query execution. Section 3
introduces a relaxed notion of completeness for results of model queries consisting of a plain
graph pattern and subsequently presents an adaptation to the RETE querying mechanism
that enables local, yet fully incremental execution of such plain model queries. Our technique
for local query execution via RETE is then extended to the case of more complex model
queries featuring nested graph conditions in Section 4. A prototypical implementation of
our approach is evaluated regarding execution time and memory consumption in Section 5.
Section 6 discusses related work, before Section 7 concludes the article and provides an
outlook on future work.

This article is an extension of our paper at ICGT 2024 [BG24a]. The main increment of
this article compared to the conference paper version is the approach for localizing execution
of graph queries with nested graph conditions presented in Section 4, which is also covered
by an extended evaluation in Section 5. Besides small improvements to text and figures
and the inclusion of further examples, we have also added a theorem for recognizing locally
relevant query results as another minor extension in Section 3.
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2. PRELIMINARIES

In the following, we briefly reiterate the definitions of graphs and graph queries and summarize
the RETE approach to incremental graph querying.

2.1. Graphs and Graph Queries. As defined in [EEPTO06], a graph is a tuple G =
(VG,EC, 59 %), with V& the set of vertices, E the set of edges, and s¢ : E¢ — V¢ and
t¢ : E¢ — VY functions mapping edges to their source respectively target vertices.

A mapping from a graph @ into another graph H is defined via a graph morphism
m : Q — H, which is characterized by two functions m" : V€ — VH and m? : E¢ — EH
such that s o m¥f = mY o0 s? and t¥ o m¥ = m" ot9. A graph morphism is called a
monomorphism if m" and m? are injective and an isomorphism if m" and m¥ are also
surjective. A partial graph morphism consists of two partial functions m" : V9 — VH and
m¥ : EQ — B with s# om®P <m" 059 and t om® <m" ot¥ [Rib99]. In this context,
for two partial functions f and g, f < g denotes inclusion of the domain of f in the domain
of g and equality of mappings in f and g for all domain elements for which f is defined.

A graph modification from a graph G into a modified graph G’ can be described via an
intermediate graph K and a span of graph monomorphisms f: K — G and g : K — G’

[TELW14], which can also be denoted G LK% a Intuitively, elements in G\ f(K) are
deleted and elements in G’ \ g(K) are created by the modification.

A graph G can be typed over a type graph T'G via a graph morphism type® : G — TG,
forming the typed graph GT = (G, type®). A typed graph morphism from GT = (G, type®)
into another typed graph H! = (H, type! ) with type graph T'G is a graph morphism
m” : G — H such that type o m™ = typeC.

A model is then simply given by a typed graph. In the remainder of the article, we
therefore use the terms graph and model interchangably and implicitly assume typing when
talking about graphs.

In practice, graphs often contain more edges than nodes, a characteristic that may
influence the performance of certain algorithms. To capture this property for each individual
edge type in a typed graph, we introduce the notion of edge-dominated graphs:

Definition 2.1. (Edge-Dominated Typed Graphs) We say that a typed graph G is edge-
dominated if Yerg € ETC : |{e € EC | type(e) = erg}| > max(|{v € VE | type(v) =
5% (era)}, {v € VE | type(v) = 7% (er)})-

The above definition will be relevant in the context of an analytical evaluation of our
localized querying technique, which technically requires graphs to be edge-dominated in
order to guarantee desirable characteristics regarding computational complexity.

A plain graph query as considered in this article is characterized by a query graph @
and can be executed over a host graph H by finding graph morphisms m : Q — H. We also
call these morphisms matches and denote the set of all matches from @ into H by /\/lg
Typically, a set of matches is considered a complete query result if it contains all matches in
Mg:

Definition 2.2. (Completeness of Plain Query Results) We say that a set of matches M
from query graph @ into host graph H is complete iff /\/lg C M.

Note that by virtue of M being defined as a set of matches from @ into H, the statement
./\/lg C M in the above definition implies that M = M?I
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In some cases, the formalism of plain graph queries may not be sufficiently expressive to
specify the desired query, for instance if matches for the query should not be extensible by a
specific negative pattern. To increase expressiveness, a plain graph query () can therefore be
equipped with a nested graph condition ¢ [HP09], yielding the eztended graph query (Q,v).

Nested graph conditions can be defined recursively in the context of a graph morphism
m: Q — H, with m |= v denoting that m satisfies the condition ):

e true is a nested graph condition that is always satisfied, that is, m |= true for any graph
morphism m.

e —1) is a nested graph condition that is satisfied iff m does not satisfy the nested graph
condition 1, that is, m | —¢ < m £ 9.

e 1 A1 is a nested graph condition that is satisfied iff m satisfies both nested graph
conditions 11 and 19, that is, m = Y1 Ay & (m = 11 Am = 1e).

e J(a:Q — Q',¢), where a : Q — Q' is a graph monomorphism, is a nested graph condition
that is satisfied iff there exists a graph morphism m’ : Q' — H such that m = m’oa
and m’ satisfies the nested graph condition ¢, that is, m = 3(a: Q — Q',¢') & (Im' €
Mg :m' EY' Am=m'oa).

As in [BG23], we also consider the case where the morphism a of a nested graph condition
J(a: Q — Q',¢') can be a partial graph morphism from some subgraph @, C @ of @ into
@'. In this case, satisfaction of the nested graph condition is given by m E J(a : Q —
QY < (Im e Mg :m' = Amlg, =m'oa).

Equipping the query graph ) with the nested graph condition % restricts the set of
valid matches for the extended graph query (@, ) to those matches for @) that also satisfy
1. In contrast to plain graph queries, completeness alone is thus insufficient as a criterion
for describing what constitutes a desirable query result. Specifically, when talking about
extended graph queries, a query result should not only contain all admissible matches,
but also no matches that violate the equipped nested graph condition. In this article, we
will hence talk about completeness with respect to the results of plain graph queries and
correctness in the case of extended graph queries, with the latter defined as follows:

Definition 2.3. (Correctness of Extended Query Results) We say that a set of matches M
for the extended graph query (@, ) into host graph H is correct iff M = {m € M?I\m E v}

2.2. Incremental Graph Queries with RETE. The RETE algorithm [For89] forms the
basis of mature incremental graph querying techniques [VBH'16]. Therefore, the query is
recursively decomposed into simpler subqueries, which are arranged in a second graph called
RETE net. In the following, we will refer to the vertices of RETE nets as (RETE) nodes.

For plain graph queries, each RETE node n computes matches for a subgraph query(n) C
Q@ of the full query graph @. This computation may depend on matches computed by other
RETE nodes. Such dependencies are represented by edges from the dependent node to the
dependency node. For each RETE net, one of its nodes is designated as the production node,
which computes the net’s overall result. A RETE net is thus given by a tuple (N, p), where
the RETE graph N is a graph of RETE nodes and dependency edges and p € V' is the
production node.

We describe the configuration of a RETE net (IV,p) during execution by a function
C: VN = P(Mg), with P denoting the power set and Mg, the set of all graph morphisms.
C then assigns each node in VN a current result set.
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For a starting configuration C and host graph H, executing a RETE node n € V yields
an updated configuration C' = execute(n, N, H,C), with

¢/ = {R(n, N,H,C) ifn' =n

c(n) otherwise,

where R is a function defining the target result set of a RETE node n in the RETE
graph N for H and C such that R(n, N, H,C) C Mg, with @ = query(n).

We say that C is consistent for a RETE node n € V¥ and host graph H iff C(n) =
R(n,N,H,C). We furthermore define a consistent configuration as a configuration that is
consistent for all nodes of the RETE net:

Definition 2.4 (Consistent RETE Net Configurations). We say that a configuration
C: VN = P(Mg) for a RETE net (N,p) is consistent for a host graph H iff ¥n € V¥ :
C(n)=R(n,N,H,C).

If H is clear from the context, we simply say that C is consistent.

Given a host graph H and a starting configuration Cy, a RETE net (V,p) is executed
via the execution of a sequence of nodes O = ni,na, ...,n, with n; € VY. This yields
the trace Co,Cy,Co, ...,Cy, with Cy = execute(n,, N, H,Cy_1), and the result configuration
execute(O, N, H,Cy) = Cy.

(N,p) can initially be executed over H via a sequence O that yields a consistent
configuration C, = execute(O, N, H,Cp), where Cy is an empty starting configuration with
Vn € VY : Cy(n) = (). Incremental execution of (N, p) can be achieved by retaining a previous
result configuration and using it as the starting configuration for execution over an updated
host graph. This requires incremental implementations of RETE node execution procedures
that update previously computed result sets for changed inputs instead of computing them
from scratch.

In the most basic form, a RETE net consists of two kinds of nodes, edge input nodes
and join nodes. An edge input node [v — w| has no dependencies, is associated with the
query subgraph query([v — w]) = ({v,w},{e},{(e,v)},{(e,w)}), and directly extracts the
corresponding (trivial) matches from a host graph. A join node [<] has two dependencies n;
and n, with Q; = query(n;) and Q, = query(n,) such that V@@ -£ () and is associated
with query([<]) = Q;UQ,. [<] then computes matches for this union subgraph by combining
the matches from its dependencies along the overlap graph Qn = Q; N Q.

In the following, we assume query graphs to be weakly connected and contain at least
one edge. A RETE net that computes matches for a query graph ) can then be constructed
as a tree of join nodes over edge input nodes. The join nodes thus gradually compose the
trivial matches at the bottom into matches for more complex query subgraphs. We call such
tree-like RETE nets well-formed. An execution sequence that always produces a consistent
configuration is given by a reverse topological sorting of the net. The root node of the tree
then computes the set of all matches for () and is designated as the net’s production node.

Connected graphs without edges consist of only a single vertex, making query execution
via vertex input nodes, which function analogously to edge input nodes, trivial. Disconnected
query graphs can be handled via separate RETE nets for all query graph components and
the computation of a cartesian product.

Figure 1 shows an example plain graph query from the software domain and an associated
RETE net. The query searches for paths of a package, class, and field. The RETE net
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FIGURE 1. Example plain graph query (left) and corresponding RETE net
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FIGURE 2. RETE net (N(q,y),P(Q,s)) for an extended graph query (Q,v)
with nested graph condition of the form 1 = true (top left), v = 3(a: Q —
Q’',v") (top right), ¢ = =)’ (bottom left), and 1) = ¢y A 19 (bottom right)

constructs matches for the query by combining edges from a package to a class with edges
from a class to a field via a natural join.

The RETE approach to graph query execution also supports extended graph queries
via two additional RETE node types: semi-join nodes and anti-join nodes. Like join nodes,
semi-join nodes and anti-join nodes have two dependencies n; and n, with @Q; = query(n;)
and Q, = query(n,) such that V@@ £ (). However, instead of combining matches from
both dependencies, a semi-join [X] simply computes all matches from the left dependency
that have a compatible match in the right dependency. An anti-join [>] then computes
all matches from the left dependency that do not have a compatible match in the right
dependency. Both semi-join and anti-join nodes are thus always associated with the same
query graph as their left dependency, that is, query([x]) = Q; and query([>]) = Q.

To support nested graph conditions of the form 3(a : @ — Q’,v), a semi-join can also
be defined along a non-empty, potentially partial graph morphism [BG23]. The definition
based on an overlap graph is then just a special case of a semi-join along a partial identity
graph morphism.

Using semi-join and anti-join nodes and a RETE net (Ng,pg) for the plain graph query
Q, a RETE net (N(g ), P(Q,y)) for an extended graph query (Q,%) can be constructed
recursively according to our description in [BG23], which is visualized in Figure 2.

Figure 3 shows an example extended graph query on the left. The extended query
searches for the same pattern as the plain query in Figure 1, but also requires the class node
to be connected to an interface node, without this additional node being part of the main
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FIGURE 3. Example extended graph query (Q,3(a: Q — @', true)) (left)
and corresponding RETE net (right)

match. Therefore, the query is defined as (Q, 3(a : Q@ — @', true)) with a partial graph
morphism a that maps only the class node in @ to the class node in @Q’.

The corresponding RETE net is visualized on the right of Figure 3. For computing
matches for the base pattern, the RETE net replicates the structure in Figure 1. The nested
graph condition is implemented via a search for the pattern @', which consists of a single
edge from the node ¢ to 7, and a semi-join node at the top of the net, which checks the
matches for ) against the matches for Q’.

3. INCREMENTAL PLAIN QUERIES OVER SUBGRAPHS

As outlined in Section 1, users of model querying mechanisms may only be interested in
query results related to some part of a model that is relevant to them rather than the
complete model. However, simply executing a query only over this relevant subgraph and
ignoring context elements is often insufficient, for instance if the full effect of modifications
to the relevant subgraph should be observed, since such modifications may affect matches
that involve elements outside the relevant subgraph. Instead, completeness in such scenarios
essentially requires the computation of all matches that somehow touch the relevant subgraph.

In order to capture this need for local completeness, but avoid the requirement for global
execution inherent to the characterization in Definition 2.2, we define completeness under a
relevant subgraph of some host graph as follows:!

Definition 3.1 (Completeness of Plain Query Results under Subgraphs). We say that a set
of matches M from query graph @ into host graph H is complete under a subgraph H,, C H

iff {me M% | m(Q)N H,# 0} C M.

INote that by the definition of H, as a subgraph of H and the definition of matches as graph morphisms,
m(Q) N Hy, # 0 < m(Ve) N H, # 0. Our slightly adapted definition in this article thus coincides with the
definition in the conference paper version [BG24a].
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3.1. Marking-sensitive RETE. Due to its reliance on edge and vertex input nodes and
their global execution semantics, incremental query execution via the standard RETE
approach is unable to exploit the relaxed notion of completeness from Definition 3.1 for query
optimization and does not integrate well with mechanisms relying on operation locality, such
as model persistence layers based on lazy loading [cdo, DSBT17].

While query execution could be localized to a relevant subgraph by executing edge and
vertex inputs nodes only over the subgraph, execution would then only yield matches where
all involved elements are in the relevant subgraph. This approach would hence fail to meet
the completeness criterion of Definition 3.1.

To enable incremental queries with complete results under the relevant subgraph, we
instead propose to anchor RETE net execution to subgraph elements while allowing the
search to retrieve elements outside the subgraph that are required to produce complete
results from the full model.

This approach is based on the observation that, in order for a join node to create a
match that involves elements from the relevant subgraph, at least one of the constituting
matches already has to involve at least one such element. Intuitively, our localized querying
technique then works as follows: At the leaves of a RETE join tree for some plain graph
query, we initially compute only matches that touch the relevant subgraph via local edge
navigation. We then also implement a mechanism that enables a lazy computation of certain
complementary partial matches that do not touch the relevant subgraph at inner nodes of
the join tree. This ensures completeness of results with respect to Definition 3.1.

A naive implementation of this idea that retrieves complementary matches for all matches
from each dependency of a join [<] until a fixpoint is reached however runs the risk of
triggering the computation of superfluous matches. In this scenario, some match m; for the
dependency n; of <] that was only required to complement some relevant match m, from
the other dependency n, would again trigger the computation of complementary matches
for n,., causing unnecessary computational effort.

Moreover, such an approach would create cyclic requirement relationships between the
matches m; and m,., where the presence of m; in the result for n; mandates the presence of
m, in the result for n, and vice-versa. This may prevent the unloading of matches when
elements are removed from the relevant subgraph.

To mitigate these issues, we extend the standard RETE mechanism by a marking for
matches in the form of a natural number. Intuitively, we will use this marking to encode
up to which height in a RETE join tree derived matches should trigger the retrieval of
complementary matches. An appropriate assignment of such markings then prevents the com-
putation of the aforementioned superfluos matches as well as cyclic requirement relationships
between matches, while still guaranteeing completeness according to Definition 3.1.

In our extension, an intermediate result in a marking-sensitive RETE net is therefore
characterized by a tuple (m,¢) of a match m and a marking ¢ € N, where we define
N:=NuU{oo}. A configuration for a marking-sensitive RETE net (N®, p®) is then given by
a function C? : VN™ = P(Mq x N).

Furthermore, in our extension, result computation distinguishes between the full host
graph H and the relevant subgraph H, C H. For marking-sensitive RETE nodes, we
hence extend the function for target result sets by a parameter for H,. The target re-

sult set of a marking-sensitive RETE node n® ¢ V¥ * with Q = query(n®) for H, H,,
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and a marking-sensitive configuration C® is then given by R®(n®, N® H, H,,C?), with
R®(n®, N® H, H,,C?) C M9 x N.

Consistency of marking-sensitive configurations is then defined analogously to the
standard case:

Definition 3.2 (Consistent Marking-Sensitive RETE Net Configurations). We say that
a configuration C® : VA" — P(Mgq x N) for a marking-sensitive RETE net (N®, p®) is
consistent for a host graph H with relevant subgraph H, C H iff Vvn® € V¥ T C®(n®) =
R®(n® N® H, H,,C?).

Note that technically, the definitions of marking-sensitive configurations and target
result sets of marking-sensitive RETE nodes allow the same match to be associated with
multiple markings for the same RETE node. However, as shown in [BG24b], the marking of
a match in the target result set of a marking-sensitive RETE node is always unique in the
constructions presented in this article.

We adapt the join node, union node, and projection node to marking-sensitive variants
that assign result matches the maximum marking of related dependency matches and
otherwise work as expected from relational algebra [Cod70]. We also adapt the vertez input
node to only consider vertices in the relevant subgraph H,, and assign matches the marking
oo. Finally, we introduce marking assignment nodes, which assign matches a fixed marking
value, marking filter nodes, which filter marked matches by a minimum marking value, and
forward and backward navigation nodes, which work similarly to edge input nodes but only
extract edges that are adjacent to host graph vertices included in the current result set of a
designated dependency. Note that an efficient implementation of the backward navigation
node requires reverse navigability of host graph edges.

Formally, we define the target result sets of marking-sensitive RETE nodes as follows:

Definition 3.3 (Target Result Sets of Marking-Sensitive RETE Nodes). Let H be a host
graph with relevant subgraph H, C H, (N®,p®) a containing marking-sensitive RETE net,
and C® a configuration for (N®, p?®).

e The target result set of a marking-sensitive join node [><]® with marking-sensitive de-

pendencies n¥ and n? with Q; = query(n?) and @, = query(n?) such that V@ £ () for
Qn = QN Q, is given by R*([<|®, N®, H, H,,C®) = {(m; Um,.,maz(¢y, ¢)) | (my, dy) €
Cq)(”?) A (mrv gb?“) € C(I)(n?) A ml‘Qm = mT|Qm}'

e The target result set of a marking-sensitive union node [U]® with a set of marking-sensitive
dependencies N2 such that Q = query(n®) for all dependencies n® € N2 is given by
RE([U*, N® H, Hp,C®) = {(m, $maz) | (M, dmaz) € Uy ens C*(03) A bmas = maz({¢' |
(m,¢') € U, ene C*(ng) 1}

e The target result set of a marking-sensitive projection node [WQ]‘I’ with a single marking-
sensitive dependency n® and Q = query([rg|?) is given by R®([rg]®, N®, H, H,,C?) =
{(r%\}g,}%am) | (1, bmaz) € C*(nZ) A $max = maz({¢/ | (m',¢') € C*(n3) Am'lq =
mlQ})}-

e The target result set of a marking assignment node [¢ := i|® with a single marking-sensitive
dependency n? is given by R®([¢ :=4]®, N®, H, H,,C®) = {(m, i) | (m, ¢a) € C®(n2)}.

e The target result set of a marking filter node [¢ > imin]® with marking-sensitive dependency
n is given by R([¢ > imin]®, N, H, H,,C®) = {(m, ¢a) | (M, da) € CE(n2) A ¢o >

Zmzn}
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e The target result set of a forward navigation node [v —, w]® with Q = query([v —,
w]®) = ({v,w}, {e}, {(e,v)}, {(e,w)}) and marking-sensitive dependency n® with Q, =
query(n®) = ({v},0,0,0) is given by R®([v —, w]|®, N® H, H,,C*) = {(m,¢) | m €
MG A (mlg,. ) € €7 (n])}.

e The target result set of a backward navigation node [w <, v]® with Q = query([w +,
v]®) = ({v,w}, {e}, {(e,v)}, {(e,w)}) and marking-sensitive dependency n® with Q. =
query(n®) = ({w},0,0,0) is given by R®([w <, v]®, N® H, H,,C®) = {(m,¢) | m €
MG A (mlg,.0) € CP(n))}.

e The target result set of a marking-sensitive vertex input node [v]® with Q = query([v]®) =
({v},0,0,0) is given by R®([v]®, N®, H, H,,C®) = {(m,0) | m € M }.

To obtain query results in the format of the standard RETE approach, we define the
stripped result set of a marking-sensitive RETE node n® for a marking-sensitive configuration
C® as the set of matches that appear in tuples in the node’s current result set in C®.

Definition 3.4 (Stripped Result Sets of Marking-Sensitive RETE Nodes). The stripped
result set of a marking-sensitive RETE node n® for a marking-sensitive configuration C® is
given by RE(n®,C%) = {m | (m, @) € C(n?)}.

3.2. Localized Search with Marking-sensitive RETE. Based on these adaptations,
we introduce a recursive localize procedure, which takes a regular, well-formed? RETE net
(N, p) as input and outputs a marking-sensitive RETE net, which performs a localized search
that does not require searching the full model to produce complete results according to
Definition 3.1.

If p = [v — w] is an edge input node, the result of localization for (NN, p) is given by
localize(N,p) = (LNS(p), [U]®). The local navigation structure LN S(p) consists of seven
RETE nodes as shown in Figure 4 (left): (1, 2) Two marking-sensitive vertex input nodes [v]®
and [w]®, (3, 4) two marking-sensitive union nodes [U]® and [U]® with [v]® respectively [w]®
as a dependency, (5) a forward navigation node [v —,, w]® with [U]? as a dependency, (6) a
backward navigation node [w <, v]® with [U]2 as a dependency, and (7) a marking-sensitive
union node [U]® with dependencies [v —, w]® and [w <, v]®.

Importantly, the marking-sensitive vertex input nodes of the local navigation structure
are executed over the relevant subgraph, whereas the forward and backward navigation
nodes are executed over the full model. Intuitively, the local navigation structure thus takes
the role of the edge input node, but initially only extracts edges that are adjacent to a vertex
in the relevant subgraph. Connecting additional dependencies to the union nodes [U]® and
[U]® in further constructions then allows the extraction of additional edges that may be
required to compute complete query results.

If p is a join node, it has two dependencies p; and p, with Q; = query(p;) and
@, = query(p,), which are the roots of two RETE subtrees N; and N,. In this case,
(N, p) is localized as localize(N,p) = (N®,p?) = (N2 U NP UNE U RPS, URPS,, [<]?),

2The restriction to well-formed RETE nets prevents an optimization where redundant computation of
matches for isomorphic query subgraphs is avoided via a non-tree-like structure. However, for queries as
in [EALP*15], performance is often primarily determined by the computation of matches for a large query
subgraph that cannot be reused.
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FIGURE 4. LNS (left), RPS (center), and localized RETE net (right)

where (N, p?) = localize(Ny, p1), (N, p®) = localize(Ny, p,), N& consists of the marking-
sensitive join [<|® with dependencies pf® and p®, RPS, = RPS(pf,N?), and RPS, =
RPS(pf?,qu’).

The request projection structure RPS; = RPS (p?, N,fI’ ) contains three RETE nodes as
displayed in Figure 4 (center): (1) A marking filter node [¢ > h]® with p?’ as a dependency,
(2) a marking-sensitive projection node [rg,]® with [¢ > h]® as a dependency, and (3)
a marking assignment node [¢ := h|® with [rg,]® as a dependency. The value of h is
given by the height of the join tree of which p is the root and @, is a graph consisting
of a single vertex v € V@@ The request projection structure is then connected to an
arbitrary local navigation structure in N> that has a marking-sensitive vertex input [v]®
with @, = query([v]®). Therefore, it also adds a dependency from the marking-sensitive
union node [U]® that already depends on [v]® to the marking assignment node [¢ := h]®.
The mirrored structure RPS, = RPS(p?, N?) is constructed analogously.

Via the request projection structures, partial matches from one join dependency can
be propagated to the subnet under the other dependency. Intuitively, the inserted request
projection structures thereby allow the join’s dependencies to request the RETE subnet
under the other dependency to fetch and process the model parts required to complement
the first dependency’s results. The marking of a match then signals up to which height
in the join tree complementarity for that match is required. Notably, matches involving
elements in the relevant subgraph are marked oo, as complementarity for them is required
at the very top to guarantee completeness of the overall result.

The result of applying localize to a RETE net consisting of a single join is displayed in
Figure 4 (right). It consists of a marking sensitive join and two local navigation structures
connected via request projection structures.

The localized RETE net for the example query in Figure 1 is shown in Figure 5.
Alongside the RETE net, the figure visualizes a consistent configuration for the host graph
in Figure 6. In the example host graph, the relevant subgraph consists of the node p;, which
is indicated by a bold border.

With the relevant subgraph consisting of only a single node, the only intermediate
result in any of the net’s vertex input nodes is the tuple (mq.1.1,00) for the node [p]®. This
intermediate result propagates up through the containing local navigation structure on the
left, where it triggers the extraction of the match mi 1 by the forward navigation node
p —n c]q’. Via the connected request projection structure, the restricted match mq 21 that
consists only of the target node ¢; of the extracted edge is then propagated into the local
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F1GURE 5. Localized RETE net for the example query in Figure 1 with a
consistent configuration for the host graph in Figure 6

navigation structure on the right. As a result, the match m; o is extracted by the forward
navigation node [c —, f]®, which is combined with the match m11 by the join node [<]®
to form the complete match m;.

Notably, the host graph contains a second match mso for the query pattern, which
however does not touch the relevant subgraph. In this example, localization allows the
RETE net to completely ignore this second match and skip any related computations.

Moreover, the assignment of the marking 1 to the match mq 91 in the request projection
structure on the right prevents a propagation of any of the derived intermediate results back
into the left local navigation structure. Thereby, potentially problematic cyclic requirement
relationships of intermediate results are avoided.

As an example, consider the case where the node p; is removed from the relevant subgraph
and this change is to be reflected in an updated configuration. Without the additional
control of propagation provided by the marking filter and marking assignment nodes, the
removal would not mandate an unloading of all associated intermediate results. Specifically,
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Ficure 6. Example host graph with relevant subgraph marked in bold

the result set for the union node below the backward navigation node [c¢ <, f]® would
still contain the match mj o1 and the backward navigation node would hence extract the
match mq 1 again, leading to the pollution of the RETE net’s configuration with superfluous
intermediate results.

Formally, a consistent configuration for a localized RETE net then indeed guarantees
query results that are complete according to Definition 3.1:

Theorem 3.5 (Consistent configurations for RETE nets localized via localize yield complete
query results under the relevant subgraph). Let H be a graph, H, C H, (N,p) a well-formed
RETE net, and Q = query(p). Furthermore, let C® be a consistent configuration for the
localized RETE net (N®,p®) = localize(N,p). The set of matches from Q into H given by
the stripped result set R}}} (p®,C®) is then complete under H,.

Proof. (Idea)® It can be shown via induction over the height of N that request projection
structures ensure the construction of all intermediate results required to guarantee complete-
ness of the overall result under Hy,. See the proof of Theorem 5 in Appendix D of [BG24b]
for a full proof. L]

Interestingly, exactly those matches that touch the relevant subgraph are marked oo in
a consistent configuration for a localized RETE net, which allows an easy recognition of
these matches in the result set of the net’s production node:

3Detailed proofs for theorems in this article are given in Appendix A or, if indicated, in [BG24b].
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Theorem 3.6 (Matches are marked oo in query results of RETE nets localized via localize
iff they touch the relevant subgraph). Let H be a graph, H, C H, (N,p) a well-formed RETE
net, and Q = query(p). Furthermore, let C® be a consistent configuration for the localized
RETE net (N®,p®) = localize(N,p). It then holds that ¥(m,¢) € C*(p®) : m(Q) N H, #
)< ¢ = oo.

Proof. (Idea) Follows since marking-sensitive joins ultimately combine matches from local
navigation structures in (N?®,p®), where only those matches that touch H,, are marked

0. []

Notably, the insertion of request projection structures creates cycles in the localized
RETE net, which prevents execution via a reverse topological sorting. However, the marking
filter and marking assignment nodes in the request projection structures effectively prevent
cyclic execution at the level of intermediate results: Because matches in the result set of
a dependency of some join at height h that are only computed on request from the other
dependency are marked h, these matches are filtered out in the dependent request projection
structure. An execution order for the localized RETE net (N®, p®) = localize(N,p) can
thus be constructed recursively via an order procedure as follows:

If p is an edge input node, the RETE graph given by N® = LN S (p) is a tree that can
be executed via a reverse topological sorting of the nodes in LN S(p), that is, order(N®) =
toposort(LNS(p))~*.

If p is a join, according to the construction, the localized RETE graph is given by
N® = N2UNPUN?URPS, URPS,. In this case, an execution order for (N?,p®) can
be derived via the concatenation order(N?®) = order(RPS,) o order(N) o order(RPS)) o
order(N?)oorder(RPS,)oorder(N®)oorder(NE), where order(RPS;) = toposort(RPS;)~*
and order(RPS,) = toposort(RPS,)~! and order(N2) = [p®], that is, the sequence con-
taining only p?.

Executing a localized RETE net (N?®,p®) via order(N?®) then guarantees a consistent
result configuration for any starting configuration:

Theorem 3.7 (Execution of localized RETE nets via order yields consistent configurations).
Let H be a graph, H, C H, (N,p) a well-formed RETE net, and C(C)I’ an arbitrary starting
configuration. Executing (N®,p®) = localize(N,p) via O = order(N®) then yields a
consistent configuration C* = execute(O,N®, H, H,, o).

Proof. (Idea) Follows because the inserted marking filter nodes prevent cyclic execution

behavior at the level of intermediate results. See the proof of Theorem 6 in Appendix D of
[BG24Db] for a full proof. []

Combined with the result from Theorem 3.5, this means that a localized RETE net
can be used to compute complete query results for a relevant subgraph in the sense of
Definition 3.1, as outlined in the following corollary:

Corollary 3.8 (Execution of RETE nets localized via localize yields complete query results
under the relevant subgraph). Let H be a graph, H, C H, (N,p) a well-formed RETE net,
and Q = query(p). Furthermore, let Cap be an arbitrary starting configuration for the marking-
sensitive RETE net (N®, p®) = localize(N,p) and C® = execute(order(N®), N®, H, H,,Cg).
The set of matches from Q into H given by R}}}(pq’,ccb) is then complete under Hp.

Proof. Follows directly from Theorem 3.5 and Theorem 3.7. L]
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3.3. Performance of Localized RETE Nets. Performance of a RETE net (NN, p) with
respect to both execution time and memory consumption is largely determined by the
effective size of a consistent configuration C for (N, p), which we define as follows:

Definition 3.9 (Effective Size of RETE Net Configurations). The effective size of a
configuration C for a RETE net (N, p) is given by [Cle := > , cyn 2o ec(n) Il Where we

define the size of a match m : Q — H as |m|:= |mY| + |mP| = |V?Q| + |E?|.

It can then be shown that localization incurs only a constant factor overhead on the
effective size of C for any edge-dominated host graph:*

Theorem 3.10 (RETE net localization via localize introduces only a constant factor
overhead on effective configuration size). Let H be an edge-dominated graph, H, C H,
(N,p) a well-formed RETE net with Q = query(p), C a consistent configuration for (N,p)
for host graph H, and C® a consistent configuration for the marking-sensitive RETE net
(N®,p®) = localize(N,p) for host graph H and relevant subgraph H,. It then holds that

an)eVN(b Z(m,(]ﬁ)EC(n‘i’) |m| <7 ’C|e.

Proof. (Idea) Follows because for each RETE node in (N, p), (N®, p®) includes a constant
number of nodes whose result sets contain corresponding matches and marking-sensitive
result sets contain no duplicate matches. []

By Theorem 3.10, it then follows that localization of a RETE net incurs only a constant
factor overhead on memory consumption even in the worst case where the relevant subgraph
is equal to the full model:

Corollary 3.11 (RETE net localization via localize introduces only a constant factor
overhead on memory consumption). Let H be an edge-dominated graph, H, C H, (N,p) a
well-formed RETE net, C a consistent configuration for (N,p) for host graph H, and C*
a consistent configuration for the localized RETE net (N®,p®) = localize(N,p) for host
graph H and relevant subgraph H,. Assuming that storing a match m requires an amount of
memory in O(Im|) and storing an element from N requires an amount of memory in O(1),
storing C® requires memory in O(|C|.).

Proof. (Idea) Follows from Theorem 3.10. ]

In the worst case, a localized RETE net would still be required to compute a complete
result. In this scenario, the execution of the localized RETE net may essentially require
superfluous recomputation of match markings, causing computational overhead. When
starting with an empty configuration, the number of such recomputations per match is
however limited by the size of the query graph, only resulting in a small increase in
computational complexity:

Theorem 3.12 (Execution time overhead introduced by RETE net localization via localize
depends on query graph size compared to average match size). Let H be an edge-dominated
graph, H, C H, (N,p) a well-formed RETE net for query graph Q, C a consistent configu-
ration for (N,p), and Cg’ the empty configuration for (N®,p®) = localize(N, p). Ezecuting

4For non-edge-dominated host graphs, the number of matches for (marking-sensitive) vertex input nodes
may exceed the number of matches for related edge-input nodes. If matches for marking-sensitive vertex
input nodes make up the bulk of intermediate results, localization then introduces an overhead on effective
configuration size that cannot be characterized by a constant factor. However, we expect this situation to be
rare in practice, since it requires very sparse host graphs.
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(N?®,p?) via execute(order(N®),N®, H, H,,C®) then takes O(T - (|Qa| + |Q|)) steps, with
|Qal| the average size of matches in C and T =3 i~ |C(n)].

Proof. (Idea) Follows since the effort for initial construction of matches by the marking-
sensitive RETE net is linear in the total size of the constructed matches and the marking of
a match changes at most |@Q| times. See the proof of Theorem 9 in Appendix D of [BG24b)]
for a full proof. L]

Assuming an empty starting configuration, a regular well-formed RETE net (N, p) can
be executed in O(|C|.) steps, which can also be expressed as O(T - |Qq|). The overhead

of a localized RETE net compared to the original net can thus be characterized by the
(9]

factor [0l Assuming that matches for the larger query subgraphs constitute the bulk of
intermediate results, which seems reasonable in many scenarios, % may be approximated

by a constant factor.

For non-empty starting configurations and incremental changes, no sensible guarantees
can be made. On the one hand, in a localized RETE net, a host graph modification may
trigger the computation of a large number of intermediate results that were previously
omitted due to localization. On the other hand, in a standard RETE net, a modification
may result in substantial effort for constructing superfluous intermediate results that can
be avoided by localization. Depending on the exact host graph structure and starting
configuration, execution may thus essentially require a full recomputation for either the
localized or standard RETE net but cause almost no effort for the other variant.

4. INCREMENTAL EXTENDED QUERIES OVER SUBGRAPHS

Standard RETE nets can be employed to incrementally compute results for extended
graph queries via semi-join and anti-join nodes [BG23]. It is thus desirable to extend the
localization technique for simple graph queries presented in Section 3 to also enable the
localized incremental execution of extended graph queries.

However, multiple interpretations of local correctness of query results for extended
graph queries are conceivable depending on the application scenario. More specifically, it is
unclear whether this notion should cover only query results where the main match touches
the relevant subgraph or also those where elements from the relevant subgraph play a role
regarding the satisfaction of the equipped nested graph condition.

Notably, it has been shown that nested graph conditions are equivalent to first order
logic [HP09, Ren04] and satisfiability for first order logic is known to be undecidable. A
precise solution for the second case thus seems infeasible, as discussed in more detail in
Section 4.2. In the following, we will therefore first develop an extension of our localization
technique that covers the first case and then proceed by presenting a further extension that
covers the second case at a practical level via overapproximation.

4.1. Localized RETE for Extended Queries. In the most basic case, a set of matches for
an extended graph query (Q, ) may be considered correct under a given relevant subgraph
if it contains no matches that violate ¢ and it contains all matches for ) that satisfy the
condition v and involve elements from the relevant subgraph:
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Definition 4.1 (Correctness of Extended Query Results under Subgraphs). We say that a
set of matches M for the extended graph query (@, ) into a host graph H is correct under
asubgrathngiffMQ{mEMg|m|:¢} and {me./\/lg|m|:1,b/\m(Q)ﬂHp7é
0}y C M.

To enable a localized execution of extended graph queries that meets this definition via
the RETE approach, we first have to introduce marking-sensitive versions of the semi-join
and anti-join node. These nodes work similarly to the regular versions, but also preserve the
marking of matches from their left dependency:

Definition 4.2 (Target Result Sets of Advanced Marking-Sensitive RETE Nodes). Let H
be a host graph with relevant subgraph H, C H, (N® p®) a containing marking-sensitive
RETE net, and C® a configuration for (N®, p®).

e The target result set of a marking-sensitive semi-join node [x]® with marking-sensitive
dependencies n¥ and n? with Q; = query(n) and Q, = query(n?) such that V1 #£ ()
for Qn = QN Q, is given by R®*([x]®, N*, H, H,,C®) = {(my, 1) | (mu, ¢1) € C*(n) A
A(my, ¢r) € C*(n7) = mulgn = mylqn}-

e The target result set of a marking-sensitive semi-join node [x]® along a non-empty
graph morphism a : Q; — @, with marking-sensitive dependencies n?’ and ng’ with
Qi = query(n?) and Q, = query(n?) is given by R*([x]®, N®, H, H,,C®) = {(my, ¢1) |
(my, ¢1) € Cq)(n?)) A 3(my, ¢r) € CCI)(”?) tmy =myoa}.

e The target result set of a marking-sensitive semi-join node [x]® along a non-empty partial
graph morphism a : Q; — @, from some subgraph @, C Q; into @, with marking-
sensitive dependencies nf® and n? with Q; = query(n?) and Q, = query(n?) is given by
RE([x]®, N®, H, Hpy,C®) = {(mu, ¢1) | (mu, 1) € C*(n?) A3(my, ¢r) € C*(n7) = mulq, =
myoa}.

e The target result set of a marking-sensitive anti-join node [>]® with marking-sensitive
dependencies n¥ and n? with Q; = query(n®) and Q. = query(n?) such that V0 #£ ()
for Qn = Q; N Q; is given by R*([>]*, N®, H, H,,C®) = {(my, ¢1) | (my, ¢1) € C2(nF) A
ﬂ(mm ¢r> € C(I)(ng)) : ml|Qm = mT|Qn}'

Based on the localize procedure for plain graph queries from Section 3.2 and our RETE

net construction technique for extended graph queries from [BG23], we can then construct a

localization procedure localize” that can be applied to an extended graph query (Q, ) to

create a localized RETE net (N®,p®) = localize¥ (Q, ). localize? is a recursive procedure,
which is visualized in Figure 7 and works as follows:

e For a nested graph condition of the form ¢ = true, the result of localize¥ is given by
(N®,p®) = (N&,p8) = localize(Q)’.

e For a nested graph condition of the form ¢ = 3(a : Q — @Q',¢’), N® consists of the
localized RETE net for the plain pattern @, (Ng,pg) = localize(Q), the localized RETE
net for the query (N%/ w/),p?Q, w/)) = localize¥ (Q',1)'), a request projection structure
RPS® = RPS"O(pg, N({’Q, ¢’))’ and a marking-sensitive semi-join node p® = [x]|® along a
with left dependency pg and right dependency psz, W)

SHere, we use localize(Q) as a shorthand for localize(N,p) with an arbitrary well-formed RETE net
(N, p) for Q.
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e For a nested graph condition of the form 1 = =/, N® consists of the localized RETE
net for the plain pattern Q, (Ng,pg) = localize(Q), the localized RETE net for the

query (N(% w,),p?Q w/)) = localize¥(Q,v'), a request projection structure RPS® =
RPS®*>® (pg, N, % q/),)), and a marking-sensitive anti-join node p® = [>]® with left dependency
pg and right dependency p?’Q W)

e For a nested graph condition of the form 1) = 1)1 A, N® consists of the localized RETE

net for the plain pattern @, (Ng,pg) = localize(Q), the RETE net (N(% wl),p((bQ wl))

localize¥ (Q, 1), a request projection structure RPSY° = RPSOO(pg, N(% 1/)1)), a marking-

sensitive semi-join node [M]‘ll’ with left dependency pg and right dependency p‘(l’Q’ w1)? the
RETE net (N(%,w),p?@’w)) = localize¥ (Q,2), a request projection structure RPSS® =
RPS>([x]¢, N(%%))’ and a marking-sensitive semi-join node p® = [x]3 with left depen-
dency [x]} and right dependency p‘(I’Q’ ba)*

Note that we include semi-join and anti-join nodes when computing join tree height for
determining the value of marking filter nodes in request projection structures. Moreover,
by RPS°°, we denote a request projection structure where the marking assignment node
assigns a marking of co. While the marking assignment nodes in these request projection
structures are technically redundant when considering the constructions in this article and
could be removed, we include the nodes to mirror the structure of the request projection
structures from Section 3.

Intuitively, by employing localized RETE nets in the computation of nested graph
condition satisfaction, it is no longer necessary to compute related matches over the entire
host graph. The insertion of request projection structures via localize¥ then ensures that
matches that are required to correctly evaluate a nested graph condition are computed on
demand for every relevant match for the context pattern.

The localized RETE net for the extended graph query in Figure 3 is visualized in
Figure 8 along with a consistent configuration for the host graph in Figure 9. For local
navigation structures and request projection structures, the displayed current result set is
the current result set of the topmost union node respectively the marking assignment node
of the structure.

Analogously to Figure 3, the localized RETE net essentially extends the RETE net
from Figure 5 by a marking sensitive semi-join and a local navigation structure for matching
the pattern @Q’. In addition, it contains a request projection structure that controls the
computation of matches for Q" based on matches for @ that touch the relevant subgraph.

Via this new request projection structure, the match m for Q triggers the extraction of
the match m; 3 for Q' in the local navigation structure LN S“?". This ensures that m; is
included in the result set of the semi-join node at the top of the net, which thereby provides
a locally correct query result.

Formally, the following theorem states the correctness of localization via localize¥ with
respect to Definition 4.1:

Theorem 4.3 (Consistent configurations for RETE nets localized via localize¥ yield correct
query results under the relevant subgraph). Let H be a graph, H, C H, and (Q,v) an
extended graph query. Furthermore, let C® be a consistent configuration for the localized
RETE net (N®,p®) = localize¥ (Q,1)). The set of matches given by the stripped result set
RE (p®,C?®) is then correct under H.
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Proof. (Idea) It can be shown via induction over 1 that the inserted request projection
structures trigger the computation of the required intermediate results for nested queries of

(@, ). O

An execution order for a localized RETE net (N®, p®) = localize¥(Q,v) can then be
computed via the recursive procedure order?. This procedure works as follows:
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Ficure 9. Example host graph with relevant subgraph marked in bold

e For a nested graph condition of the form 1) = true, the result of order¥ is simply given
by order¥ (N?®) = order(N®).

e For a nested graph condition of the form ¢ = 3(a : Q — Q',v’), the result of order¥ is
given by order¥(N®) = order(Ng) o toposort(RPS®) ™t o ordeT‘I’(N(%/ W) © [x]®.

e For a nested graph condition of the form 1 = —)’, the result of order? is given by
order?(N®) = order(Ng) o toposort(RPS®)~t o order? (]\7(‘122 o) © [>]®.

e Finally, for a nested graph condition of the form @ = 11 A 19, the result of order?
is given by orderV(N®) = order(Ng) o toposort(RPS®) ™ o order¥ (N%, ) o [x]} o

(val)
toposort(RPS5°) ™t o order‘l’(]\f(qé2 ¢2)) o [x]$.

This execution order then guarantees a consistent resulting configuration:

Theorem 4.4 (Execution of localized RETE nets via order? yields consistent configurations).
Let H be a graph, H, C H, (Q,v) a graph query, and Cg’ an arbitrary starting configuration
for the marking-sensitive RETE net (N®,p®) = localize¥ (Q,v). Ezecuting (N®,p®) via
O = order” (N?®) then yields a consistent configuration C* = execute(O,N®, H, H,,C).

Proof. (Idea) Follows because all cyclical structures in N® are encapsulated in localized
RETE subnets for plain graph queries, for which order creates an admissible ordering. []

It thus follows that a RETE net localized via localize¥ can be executed to produce a
set of matches that is correct under a given subgraph:
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Corollary 4.5 (Execution of RETE nets localized via localize¥ yields correct query results
under the relevant subgraph). Let H be a graph, H, C H, and (Q,v) a graph query.
Furthermore, let Cg’ be an arbitrary configuration for the marking-sensitive RETE net
(N®,p®) = localize¥(Q,) and C* = ewecute(order” (N®),N® H, H,,C®). The set of
matches from Q into H given by R?} (p®,C®) is then correct under H,.

Proof. Follows directly from Theorems 4.4 and 4.3. []

As localize¥ essentially mirrors the construction procedure for RETE nets for extended
graph queries from [BG23], each RETE net (N®,p®) = localize¥ (Q, 1)) for some extended
query (Q,%) has a corresponding regular RETE net (N,p) created via the procedure
described in [BG23] that uses the same RETE net structure for @) and all patterns in . As
for localize and well-formed RETE nets for simple queries, we can therefore show that a
consistent configuration for (N®, p®) only exhibits a constant-factor increase in configuration
size compared to (N, p) in the worst case:

Theorem 4.6 (RETE net localization via localize¥ introduces only a constant factor
overhead on effective configuration size). Let H be an edge-dominated graph, H, C H, (N,p)
a RETE net created via the procedure described in [BG23]| for the extended graph query (Q, ),
C a consistent configuration for (N, p) for host graph H, and C® a consistent configuration for
the marking-sensitive RETE net (N®, p®) = localize¥ (Q, ) corresponding to (N, p) for host
graph H and relevant subgraph Hy. It then holds that 37 &\ n® 3-(m.g)ec® ey M| < 7+ [Cle.

Proof. (Idea) Follows because each node in N has only a constant number of associated
nodes with result sets containing corresponding matches in N®. []

Consequently, localization via localize? then also incurs at most a constant-factor
overhead on memory consumption:

Corollary 4.7 (RETE net localization via localize¥ introduces only a constant factor
overhead on memory consumption). Let H be an edge-dominated graph, H, C H, (N,p) a
RETE net created via the procedure described in [BG23] for the extended graph query (Q,),
C a consistent configuration for (N,p) for host graph H, and C® a consistent configuration
for the marking-sensitive RETE net (N®,p®) = localize¥ (Q,v) corresponding to (N, p)
for host graph H and relevant subgraph H,. Assuming that storing a match m requires an
amount of memory in O(|m|) and storing an element from N requires an amount of memory
in O(1), storing C® requires memory in O(|C|.).

Proof. Follows directly from Theorem 4.6 and the assumptions. []

Finally, by a similar argumentation as for localize, localize¥ also only leads to an

(9]

increase in computational complexity by factor [0l with |Q,| the average size of matches
in a consistent configuration for (N, p):

Theorem 4.8 (Execution time overhead introduced by RETE net localization via localize¥
depends on query graph size compared to average match size). Let H be an edge-dominated
graph, H, C H, (N,p) a RETE net created via the procedure described in [BG23] for the
extended graph query (Q,), C a consistent configuration for (N,p) for host graph H, and
C® the empty configuration for the marking-sensitive RETE net (N, p®) = localize (Q, 1)
corresponding to (N, p). Ezecuting (N®,p®) via execute(order?(N®), N® H, H,,C) then
takes O(T - |Qmaz|) steps, with T =3 _,~n |C(n)| and |Qmaz| the size of the largest graph
among @ and graphs in 1.



4:22 LOCALIZED RETE FOR INCREMENTAL GRAPH QUERIES WITH NGCS Vol. 22:1

Proof. (Idea) Follows from Theorem 3.12 and the fact that all semi-joins, anti-joins, and
request projection structures not encapsulated in RETE subnets for plain graph queries in
N?® are only executed once. []

Interestingly, only a subset of the vertex input nodes in a localized RETE net for an
extended graph query are required for the net to produce correct results with respect to
Definition 4.1. Specifically, all vertex input nodes except those in the local navigation
structures of the RETE net for the query pattern created in the topmost recursive call of
localize¥ are ultimately superfluous. By removing these superfluous vertex input nodes,
localization via localize¥ may then actually improve performance even in cases where the
relevant subgraph coincides with the full host graph.

Essentially, the resulting RETE net no longer necessarily computes all matches for all
subpatterns of a query’s nested graph condition. Instead, match computation for these
subpatterns is actually guided by requests for complementarity resulting from matches for
the base pattern. Restrictive base patterns with few matches may then create a similar
effect to localized execution, with only a subset of matches for subpatterns in nested graph
conditions being computed in order to complement existing matches for the base pattern.
This is similar to what can be achieved with local-search-based querying techniques but
with the advantage of enabling incremental execution. As with localization, the effectiveness
however depends on the exact query and host graph.

4.2. Localized Detection of NGC Satisfaction Changes. While RETE nets constructed
via localize¥ can be used to locally and incrementally compute matches for an extended
query that touch a relevant subgraph, the notion of completeness in Definition 4.1 no longer
covers the use case of correctly tracking the full effect of local changes on a global query
result. This is due to the fact that for extended queries, local changes may result in changes
to the satisfaction of a nested graph condition for matches that do not touch the relevant
subgraph, effectively manipulating query results that do not fall under Definition 4.1.

To track the effect of local host graph changes on the global set of results for an extended
graph query, we thus also have to maintain the set of matches for which a modification of
the relevant subgraph may change the nested graph condition’s satisfaction. We ideally
also want to precompute this set of matches before the host graph is modified to enable
incremental maintenance. We thus have no prior knowledge regarding the modifications we
may have to consider except for the fact that they concern the relevant subgraph.

This proves problematic when considering a case where the relevant subgraph constitutes
the entire host graph as an example. In this scenario, checking whether an arbitrary
modification to the relevant subgraph may change the satisfaction of a nested graph condition
for some context match corresponds to checking satisfiability of the nested graph condition.

Notably however, nested graph conditions have been shown to be equivalent to first-
order logic over graphs [HP09, Ren04]. The satisfiability problem for first-order logic being
undecidable thus makes a direct computation of matches for which NGC satisfaction somehow
depends on the relevant subgraph impossible in the general case.

In order to still enable a localized tracking of changes to the results of an extended
graph query, we therefore employ the following overapproximation for the set of matches
where NGC satisfaction may change as a result of local modifications:
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isos =go f iy, = (fog_lyHé)_l

FiGURE 10. Relationship between graphs in Definition 4.10

Definition 4.9 (Subgraph Satisfaction Dependence). We say that a match m : Q — H

for an extended graph query (Q, ) into a host graph H with relevant subgraph H, C H is

subgraph satisfaction dependent if

e ) = F(a: Q — Q,vY') and there exists a graph morphism m' : @' — H such that
m =m' oa and m'(Q") N H, # ) or m’ is subgraph satisfaction dependent

e 1) = =)’ and m is subgraph satisfaction dependent for (Q, ")

e ) = 1)1 A9 and m is subgraph satisfaction dependent for (Q, 1) or (Q,12)

If ¢ = true, m is never subgraph satisfaction dependent.

We furthermore define a subgraph-restricted, that is, local graph modification based on
the basic notion of graph modifications introduced in Section 2.1. In a subgraph-restricted
graph modification, changes are limited to relevant subgraphs of source and target graph
and relevant subgraphs are mapped onto each other:

Definition 4.10 (Subgraph-restricted Graph Modification). We say that a graph modi-

fication H <i K % H' from a graph H with relevant subgraph H,, into a modified graph
H' with relevant subgraph H), is subgraph-restricted if isos = go f~'|g, = (fog ' |m) " is
an isomorphism between Hy = {VH \ (Ve \ VHe) pHN\ pHp SH|EH\EHp,tH|EH\EHp} and
H; = {VH/ \ (VHp \ VHC)7EH \EHpvsH |EH’\EH;77tH ‘EH/\EHzg}’ where Ve = {'Uc € Vi ’

ec EF\ Efr . sH(e) = v. vt (e) = v.} and with V¢ defined analogously. Furthermore, it
must hold that (go f~1)(H,) C HyN(f og_l)(H]/)) C H,.

The relationship between the graphs in the above definition is visualized in the diagram
in Figure 10. H is the source graph of the modification, which is modified into H' via
the intermediate graph K. H, and HZ’) are the relevant subgraphs of H respectively H’,
which have to be mapped onto each other via f o g~! and go f~!. H, and H. constitute
the remainder of H and H’ and are required to be isomorphic, which means that the
subgraph-restricted graph modification cannot make changes outside the relevant subgraph.
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Note that H, and H] may share nodes with H), respectively Hz’, if they are adjacent to edges
in H \ Hy, respectively H' \ H), to avoid dangling edges. H. and HJ, then are the discrete
graphs consisting of these shared nodes Ve respectively VHe and no edges.

The subgraph satisfaction dependent matches for an extended graph query are then
a superset of all matches for which the satisfaction of the query’s nested graph condition
may change as a result of a subgraph-restricted graph modification. Essentially, a change in
nested graph condition satisfaction requires a match to be subgraph satisfaction dependent
before or after the host graph modification:

Theorem 4.11 (Subgraph-restricted graph modifications can only change NGC satisfaction
for subgraph satisfaction dependent matches). Let (Q,1) be an extended graph query and

H é K% H subgraph-restricted graph modification from host graph H with relevant
subgraph Hy, into the modified host graph H' with relevant subgraph H]’T It then holds for any
graph morphisms mg : Q — K that (fomg |= YAgomg = )V (fomg = vAgomk E ¢) =
f ompg is subgraph satisfaction dependent or gomy is subgraph satisfaction dependent.

Proof. (Idea) Can be shown via induction over 1, exploiting the fact that host graph
modifications can only directly change the satisfaction of existential subconditions. []

A RETE net for locally computing all subgraph satisfaction dependent matches for
an extended graph query (Q,1) can then be constructed recursively via the procedure
localize®™, which is visualized in Figure 11 and works as follows:

e For a nested graph condition of the form v = true, (N*%, p*¥) = [ocalize*™(Q, 1)) consists
of a single dummy RETE node p** = [(]®, whose result set is always empty.

e For a nested graph condition of the form ¢ = 3J(a : Q — Q',¢'), (N p%t) =
localize*¥(Q, 1) consists of the localized RETE net for the plain pattern Q, (Ng,pg) =
localize(Q), the localized RETE net for the plain pattern @', (Ng,,pg,) = localize(Q'),
the RETE net (N55§7w,),pf%§7w,)) = localize*™(Q’, 7)), a marking-sensitive union node
[U]‘I> with dependencies pg, and pfg?t, Wy @ request projection structure given by RPS;° =
RPS>([U]?, Ng ), and a marking-sensitive semi-join node p** = [x]® along a with left
dependency pg and right dependency [U]®.

e For a nested graph condition of the form ¢ = )/, (N p*®) = localize’™(Q, ) =
localize®™(Q, ).

e For a nested graph condition of the form ¢ = 13 A 1y, (N*% p¥) = localize®™(Q, 1)
consists of the RETE nets (N(“"gfwl),pfgiwl)) = localize®™(Q, ) and (N(s

at sat )
Q.2) P(Qp2)
localize*™(Q,1)2) and a marking-sensitive union node p** = [U]® with dependencies
sat and sat
PQun) *CP(Qua)-

A localized RETE net for computing subgraph-satisfaction dependent matches for the
example query in Figure 3 is displayed in Figure 12 alongside a consistent configuration
for the host graph in Figure 13. It consists of the localized RETE net in Figure 5 and the
structure created for handling the nested graph condition according to Figure 11.

Notably, there exist no matches for the base pattern @) that touch the relevant subgraph,
which only consists of the interface node i1. Instead, the computation of matches for Q) is
controlled via the request projection structure that feeds matches for the right dependency
of the semi-join node into the localized RETE net for Q.
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FIGURE 11. Results of applying localize*® to an extended graph query
(Q, 1) with nested graph conditions of the form ¢ = true (top left), ¢ =
d(a : Q — Q,¢') (top right), » = =)’ (bottom left), and ¥ = 1)1 A 1o
(bottom right)
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FiGURE 12. Localized RETE net for computing subgraph-satisfaction depen-
dent matches for the example query in Figure 3 with a consistent configuration
for the host graph in Figure 13

Compared to Figure 8, propagation of matches is essentially reversed: First, the local
navigation structure LN S¢~ extracts all matches for the pattern @’ that touch the relevant
subgraph. The request projection structure connected to the union node then causes the local
navigation structure LN S to extract the match myo. The leftmost request projection
structure finally ensures that the required complementary match m; ; is extracted by the
local navigation structure LN SP7¢.

A consistent configuration for the resulting RETE net then indeed guarantees a complete
query result with respect to Definition 4.9:
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FiGure 13. Example host graph with relevant subgraph marked in bold

Theorem 4.12 (Consistent configurations for RETE nets localized via localize’® yield
all subgraph satisfaction dependent matches). Let H be a graph, H, C H, (Q,%) an
extended graph query, and C® a consistent configuration for the RETE net (N5, p*t) =
localize®®(Q, ). It then holds that Ym € Mg :m s subgraph satisfaction dependent =-
m € R (pt,C?).

Proof. (Idea) Can be shown via induction over 1), exploiting the close alignment of localize®*

with Definition 4.9. (]

Given an extended graph query (Q, ) and the RETE net (N, p*@) = localizes™(Q, 1)),
an execution order for (N p%i) can be constructed in a straightforward manner via the
procedure order®:

e For a nested graph condition of the form 1 = true, the result of order®® is given by
orders®(Nsw) = [(]®.

e For a nested graph condition of the form ¢ = 3(a : Q — Q',4’), the result of orders®
is given by order®™(N**) = order(Ng,) o ordersat(N(Séfﬂﬁ,)) o [U]® o toposort(RPS>)~! o
order(Ng) o [x]®.

e For a nested graph condition of the form ¢ = =)/, (N%% p%®) = [ocalize*™(Q,v') and
thus the ordering via order®®(N®%) is covered by one of the other cases.

e For a nested graph condition of the form v = 11 A 1, the result of order® is given by

order®® (Nt psat) = ordersat(N(s(gfwl)) o orders‘lt(N(séfw)) o [U]®.
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This execution order then guarantees consistency of the resulting configuration:

Theorem 4.13 (Execution of localized RETE nets via order® yields consistent configu-
rations). Let H be a graph, H, C H, (Q,v) a graph query, and C§ an arbitrary starting
configuration for the marking-sensitive RETE net (N*% p*%) = localize’™(Q,v). Ex-
ecuting (N*%, p*a) via O = order*™(N*") then yields a consistent configuration C® =
evecute(O, N*% H, H, C¥).

Proof. (Idea) Follows because all cyclical structures in N are encapsulated in localized
RETE subnets for plain graph queries, for which order creates an admissible ordering. [ ]

We hence again get a corollary stating the correctness of RETE net execution via
localize®®:

Corollary 4.14 (Execution of RETE nets localized via localize*® yields all subgraph
satisfaction dependent matches). Let H be a graph, H, C H, and (Q,v) a graph query.
Furthermore, let Cab be an arbitrary starting configuration for the marking-sensitive RETE
net (N, p*t) = localize**(Q, ) and C* = execute(order®®(N*¥) N H H, C}). It

then holds that Ym € Mg :m is subgraph satisfaction dependent = m € T\’f)}} (p*at,C®).
Proof. Follows directly from Theorems 4.12 and 4.13. []

Technically, it can be shown that a RETE net for an extended graph query (Q,)
constructed via (N*¥, p*a) = Jocalize*®(Q, 1)) has similar performance characteristics as
a RETE net constructed via localize¥ compared to a regular RETE net (N, p) for (Q,v)
constructed via the basic procedure described in [BG23]. Specifically, the size of a consistent
configuration for (N p) is only increased by a constant factor compared to a consistent
configuration for (N, p), resulting in only a constant-factor increase in memory consumption
and a minor increase in runtime complexity.®

However, it is important to note that (N,p) and (N, p5@) potentially compute very
different sets of matches. By Definition 4.9, RETE nets constructed via localize** may
have to compute matches for () that do not actually satisfy 1 if ¥ involves negations or
conjunctions, whereas such matches have to be excluded from the results of (N, p).

Relating the performance of (N®% p*@) to the performance of (N, p) therefore relies
on redundancy in the basic construction in [BG23]. Many optimizations to (NN, p), such as
the elimination of redundancy or the downward propagation of nested graph conditions in
the RETE net described in [BG23], are applicable to localized RETE nets constructed via
localize¥ and likely yield similar benefits. In contrast, due to the different construction
procedure and desired computation results, such optimizations can have a very different
effect on (N*% p%?) or may simply not be applicable at all. Consequently, executing
(N4t psat) as part of any execution of (Q,1)) may create substantial overhead on both
memory consumption and execution time in unfavorable cases if further optimizations are
involved.

Still, using the localize*™ procedure, we can now construct a RETE net that allows the
localized computation of changes to the results of an extended graph query (Q, ) caused

by a subgraph-restricted graph modification H <i K< H , which may be beneficial in
practice.

6See Theorem A.1, Corollary A.2, and Theorem A.3 in Appendix A.
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FIGURE 14. Result of applying localize® to an extended graph query (Q,v)

The result (N2, p®) = localize™(Q, 1) of this construction via the procedure localize™ is
visualized in Figure 14. The resulting RETE net consists of the localized version (Ng, pg) =

localize(N?,p?) of a regular RETE net (N?, p?) with height & for the plain graph query

, a marking filter node [¢ > h]® with dependency pS, the RETE net (N4 pst ) =
Q (@) H(Q¥)

localize®®(Q, 1)), and a marking-sensitive union node [U]® with dependencies [¢ > h]®

and pfg?t,w). In addition, N® comprises the RETE net (N%,w)’p?cg,zp)) = localize¥ (Q, ),

a request projection structure RPS® = RPSOO([U](I’,N(% 1#))’ and a marking-sensitive
semi-join [x]® with left dependency [U]® and right dependency p‘(I’Q o)
Additionally, another copy of the RETE net for computing subgraph satisfaction

sat’

dependent matches, (V. sat’ , D = localize*™(Q, 1), is created for computing subgraph

satisfaction dependent matches in H’. These matches then have to be translated into matches
into H along the graph morphisms f and g via a dedicated marking-sensitive translation node

o -1 / .
iﬁ—% ® with dependency pi® . which is also added to N®. The target result set of this
(@)

og—1
marking-sensitive translation node is given by R‘I’([L]q’, NA H, H,,C®) = {(m,¢)|m €

/ og~!
./\/lg AI(m!,¢) € C®(p**) : fog~t om/ =m}. The node [L]q’ can then be added as
an additional dependency to [U]®.
The created net thereby computes the matches into H that satisfy ¢ and touch the

relevant subgraph or are subgraph satisfaction dependent in H or H':

Theorem 4.15 (For a subgraph-restricted graph modification, consistent configurations
for RETE nets localized via localize® yield all matches that touch the relevant sub-
graph in the source or are subgraph satisfaction dependent in the source or target of

the modification). Let (Q,v) be an extended graph query and H N subgraph-
restricted graph modification modifying the graph H with relevant subgraph H, < H
into the graph H' with relevant subgraph H, C H'. Furthermore, let C® be a config-
uration that is consistent for (N®,p®) = localize™(Q,1)) for host graph H and rele-

vant subgraph H, and consistent for (Nfé)lt;p)’pfg)t,zp)) = localize*®(Q,1)) for host graph

H' and relevant subgraph H,,. It must then hold that Vm € Mg cm = YA (m@Q)N
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H, # 0 or m is subgraph satisfaction dependent or Im’ € Mg, cfogtom = mA

m’ is subgraph satisfaction dependent) = m € R?}(pA, c®).

Proof. (Idea) Follows from Theorems 3.5, 4.3 and 4.12. ]
An execution order for a RETE net (N A pA) = localizeA(Q,w) can simply be con-

og—1
structed as order®(N?) = order(Ng) o[p > h]® o orders® (N2t ) o [L]q’ o[U]®o

Q)
toposort(RPS>®) ™t o order‘l’(]\f(qz2 w)) o [x]?®:

Theorem 4.16 (Execution of localized RETE nets via order® yields consistent config-
urations). Let (Q,v) be an extended graph query and H a host graph with relevant sub-
graph H,, and C(‘)I’ an arbitrary starting configuration for the marking-sensitive RETE net
(N2, p?) = localize®(Q, ). Bxecuting (N®,p?) via O = order®(N?) then yields a con-
sistent configuration C* = execute(O, N2 H, Hy, Cab).

Proof. (Idea) Follows because all cyclical structures in N are encapsulated in localized
RETE subnets for plain graph queries, for which order creates an admissible ordering. []

As usual, we thus get a corollary stating the correctness of RETE net execution via
order™:

Corollary 4.17 (For a subgraph-restricted graph modification, execution of RETE nets
localized via localize® yields all matches that touch the relevant subgraph in the source or
are subgraph satisfaction dependent in the source or target graph of the modification). Let

(Q, ) be an extended graph query and H <i K% H o subgraph-restricted graph modification
modifying the graph H with relevant subgraph H, C H into the graph H' with relevant sub-
graph H), C H'. Furthermore, let C® be a configuration for (N®,p?) = localize™(Q,) and
(Nfgf;p),pﬁgi;b)) = localize*™(Q, 1)) that is consistent for (N(Sg;p),p%t;m) for host graph H'
and relevant subgraph HI’D. It then holds for the configuration C® = execute(O, N2 H, Hy, Cg))
that Vm € M?I cm = YA(m(Q)NHy # 0 or m is subgraph satisfaction dependent or 3Im’ €
./\/lg, :fogtom/ =mAm' is subgraph satisfaction dependent) = m € R%(p™,C?®).

Proof. Follows directly from Theorem 4.15 and Theorem 4.16. []

Changes to the results of an extended graph query (Q,) resulting from a subgraph-

restricted graph modification H & K % H for relevant subgraphs H, C H and H,, C H' can
then be computed by mirroring the construction with localize® for H and H’. This entails

creating RETE nets (N2, p®) = localize®(Q, ) and (Nfgt;b),pfg/w) = localize®®(Q, )
as well as duplicates (N2, p2") = localize®(Q, 1)) and (N(Sétw,pfgw) = localize®(Q, ).
(N2, p?) and (N(Sgw),pfgw) are executed over H, whereas (N2, p2’) and (N(Sg:p)’pfg)ip))

are executed over H'. After appropriate translation of matches, the set of matches that are
deleted by the modification or for which the satisfaction of ¢ changes from true to false
can be computed as the difference between results for p® and p2':

Theorem 4.18 (Removal of matches from the results of an extended graph query caused

by a subgraph-restricted graph modification can be detected using RETE nets localized

via localize®). Let (Q,v) be an extended graph query and H LK% H subgraph-

restricted graph modification modifying the graph H with relevant subgraph H, C H into
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FiGure 15. RETE construction for locally computing changes in results for
an extended graph query (Q, )

the graph H' with relevant subgraph Hz’j C H'. Furthermore, let C® be a configuration that

is consistent for (N®,p?) = localize®(Q,1)) and (N(Sétw)’pfé‘fw)) = localize*™(Q, ) for

host graph H and relevant subgraph H, and consistent for (NA/,pA/) = localize®(Q,v) and

(N(Sc‘jt;b),pfg/w)) = localize*™(Q, ) for host graph H' and relevant subgraph H,,. It then holds

that {mEMg ImEYAIN e MY, im=fogLom' Am/ =l =REPA,CP)\ {m €
MG | 3m’ € RS (pY,C) :m=fog ' om').
Proof. (Idea) Inclusion in both directions can be shown by exploiting the fact that ultimately,

both (N2,p?) and (N2, p2") check the satisfaction of 1 for sets of matches that can only
differ in matches touching the relevant subgraph. []

Analogously, matches created by the modification or for which the satisfaction of
changes from false to true can be computed as the difference between pA/ and p®. The
required translation of matches can be realized in a straightforward manner via marking-
sensitive translation nodes and difference computation can be performed via marking-sensitive
anti-joins, as displayed in Figure 15.

5. EVALUATION

We aim to investigate whether RETE net localization can improve performance of query
execution in scenarios where the relevant subgraph constitutes only a fraction of the full
model, considering initial query execution time, execution time for incrementally processing
model updates, and memory consumption as performance indicators. We experiment’ with
the following querying techniques:

¢ STANDARD: Our own implementation of a regular RETE net with global execution
semantics [BG23].

¢ LOCALIZED: Our own implementation of the RETE net used for STANDARD, localized
according to the description in Section 3.2 and Section 4.1.

7Experimen‘cs were executed on a Linux SMP Debian 4.19.67-2 computer with Intel Xeon E5-2630
CPU (2.3 GHz clock rate) and 386 GB system memory running OpenJDK 11.0.6. Reported measurements
correspond to the arithmetic mean of measurements for 10 runs. Memory measurements were obtained
using the Java Runtime class. To represent graph data, all experiments use EMF [emf] object graphs that
enable reverse navigation of edges. Our implementation is available under [BG25]. More details and query
visualizations can be found in [BG24b] and [BG25] or in Appendix B.
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e DELTA: Our own implementation of the RETE net used for STANDARD, localized for
detecting changes to the results of extended graph queries according to the description in
Section 4.2.

e VIATRA: The external RETE-based VIATRA tool [VBH*16].

e SDM*: Our own local-search-based Story Diagram Interpreter tool [GHS09].

Note that STANDARD and LOCALIZED implement the additional optimizations for
elimination of redundancy and downward propagation of nested graph conditions described
in [BG23]. To the extent possible, DELTA employs these optimizations as well.

For SDM*, we only consider searching for new query results. We thus underapproximate
the time and memory required for a full solution with this strategy, which would also require
maintaining previously found results.

5.1. Plain Graph Queries over Synthetic Abstract Syntax Graphs. We first attempt
a systematic evaluation via a synthetic experiment, which emulates a developer loading part
of a large model into their workspace and monitoring some well-formedness constraints as
they modify the loaded part, that is, relevant subgraph, without simultaneous changes to
other model parts.

We therefore generate Java abstract syntax graphs with 1, 10, 100, 1000, and 10000
packages, with each package containing 10 classes with 10 fields referencing other classes in
the same or a different package. As relevant subgraph, we consider a single package and its
contents. We then execute a plain graph query searching for paths consisting of a package
and four classes connected via fields.

After the initial query execution, we modify the relevant subgraph by creating a class in
the considered package along with 10 fields referencing other existing classes in the relevant
subgraph, that is, the same package. We then perform an incremental update of query
results. This step of modifying the relevant subgraph and updating query results is repeated
10 times.

Due to the query being a simple path, the effort for query execution largely depends
on the number of overall query results. This number is in turn directly determined by the
number of classes considered during execution and their number of connections to other
classes. By fixing the former for localized execution via the selection of the relevant subgraph
and fixing the latter for both localized and global execution via the construction of the
host graph, we thus aim to isolate the effect of localization on the performance of query
execution.

Figure 16 (left) displays the execution times for the initial execution of the query. The
execution time of LOCALIZED remains around 120 ms for all model sizes. The execution
time for SDM* slowly grows from around 350 ms to 1025 ms due to indexing effort that is
necessary for observing model changes. In contrast, the execution time for the other RETE-
based strategies clearly scales with model size, with the execution time for STANDARD
growing from around 13 ms for the smallest model to more than 184 000 ms for the largest
model. On the one hand, localization thus incurs a noticeable overhead in initial execution
time for the smallest model, where even localized query execution is essentially global. On
the other hand, it significantly improves execution time for the larger models and even
achieves better scalability than the local-search-based tool in this scenario.

The average times for processing a model update are displayed in Figure 16 (center).
Here, all strategies achieve execution times mostly independent of model size. While the



4:32 LOCALIZED RETE FOR INCREMENTAL GRAPH QUERIES WITH NGCS Vol. 22:1

INITIAL UPDATE o MEMORY
o
< =S Oms m_ ____ @8
27 = s«
EZ E =
o v o 68
€« E Em
ERTIILII R Clall
% 0 8 e
o
1 10 100 10000 1 10 100 10000 1 10 100 10000
model size model size model size
Il LOCALIZED ] STANDARD M VIATRA SDM*

FIcURE 16. Measurements for the synthetic abstract syntax graph scenario
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measurements for STANDARD fluctuate, likely due to the slightly unpredictable behavior of
hash-based indexing structures, average execution times remain low overall and below 10 ms
for LOCALIZED. Still, localization incurs a noticeable overhead up to factor 6 compared to
STANDARD and VIATRA. This overhead is expected, since in this scenario, all considered
updates affect the relevant subgraph and thus impact the results of the localized RETE
net similarly to the results of the standard RETE nets. Consequently, localization does not
reduce computational effort, but causes overhead instead.

Finally, Figure 16 (right) shows the memory measurements for all strategies and models
after the final update. Here, LOCALIZED again achieves a substantial improvement in
scalability compared to the other RETE-based strategies, with a slightly higher memory
consumption for the smallest model and an improvement by factor 120 over STANDARD for
the largest model. This is a result of the localized RETE net producing the same number
of intermediate results for all model sizes, with the slight growth in memory consumption
likely a product of the growing size of the model itself. SDM*, not storing any matches,
performs better for all but the largest model, where memory consumption surpasses the
measurement for LOCALIZED. This surprising result can probably be explained by the fact
that SDM* has to index the full model to observe modifications, causing an overhead in
memory consumption.

In addition to these experiments, where the full model is always stored in main memory,
we also experimented with a model initially stored on disk via the persistence layer CDO
[cdo]. Measurements mostly mirror those for the main-memory-based experiment. Notably
though, in conjunction with CDO the LOCALIZED strategy achieves almost ideal scalability
regarding memory consumption for this scenario, with measurements around 70 MB for all
model sizes.?

5.2. Plain Graph Queries over Real Abstract Syntax Graphs. To evaluate our
approach in the context of a more realistic application scenario, we perform a similar
experiment using real data and plain graph queries inspired by object-oriented design
patterns [GHJV93]. In contrast to the synthetic scenario, this experiment emulates a
situation where modifications may concern not only the relevant subgraph but the entire

8See [BG24b] for measurement results.
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FIGURE 17. Execution times for the real abstract syntax graph scenario

model, for instance when multiple developers are simulatenously working on different model
parts.

We therefore extract a history of real Java abstract syntax graphs with about 16 000
vertices and 45000 edges from a software repository using the MoDisco tool [BCJM10,
BCDM14]. After executing the queries over the initial commit, we replay the history and
perform incremental updates of query results after each commit. The employed queries are
visualized in Appendix B. As relevant subgraph, we again consider a single package and its
contents.

Figure 17 displays the aggregate execution time for processing the commits one af-
ter another for the queries where LOCALIZED performed best and worst compared to
STANDARD, with the measurement at z = 0 indicating the initial execution time for the
starting model. Initial execution times are similarly low due to a small starting model and
in fact slightly higher for LOCALIZED. However, on aggregate LOCALIZED outperforms
STANDARD with an improvement between factor 5 and 18 due to significantly lower update
times, which are summarized in Figure 18 (left).

In this case, the improvement mostly stems from the more precise monitoring of the
model for modifications: The RETE nets of both STANDARD and LOCALIZED remain
small due to strong filtering effects in the query graphs. However, while STANDARD spends
significant effort on processing model change notifications due to observing all appropriately
typed model elements, this effort is substantially reduced for LOCALIZED, which only
monitors elements relevant to query results required for completeness under the relevant
subgraph. The execution times of SDM* can be explained by the same effect. Interestingly,
VIATRA seems to implement an improved handling of such notifications, achieving improved
execution times for particularly small updates even compared to LOCALIZED, but requiring
more time if an update triggers changes to the RETE net. Combined with a higher RETE
net initialization time, this results in LOCALIZED also outperforming VIATRA for all
considered queries.

Regarding memory consumption, all strategies perform very similarly, which is mostly a
result of the size of the model itself dominating the measurement and hiding the memory
impact of the rather small RETE nets.

5.3. LDBC Social Network Benchmark. Finally, we also perform experiments inspired
by the independent LDBC Social Network Benchmark [EALP115, AAAT24], simulating a
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FIGURE 19. Execution times for the LDBC scenario

case where a user of a social network wants to incrementally track query results relating to
them personally.”

We therefore generate a synthetic social network consisting of around 850000 vertices,
including about 1700 persons, and 5500 000 edges using the benchmark’s data generator and
the predefined scale factor 0.1. We subsequently transform this dataset into a sequence of
element creations and deletions based on the timestamps included in the data. We then create
a starting graph by replaying the first half of the sequence and perform an initial execution
of adapted versions of twelve benchmark queries consisting of plain graph patterns, with
a person with a close-to-average number of contacts in the final social network designated
as relevant subgraph. After the initial query execution, we replay the remaining changes,
incrementally updating the query results after each change. To evaluate our approach for
localizing execution of extended graph queries via the RETE mechanism, we also perform
analogous experiments with versions of two queries that are equipped with nested graph
conditions according to their original formulation in the benchmark. Visualizations of the
employed queries can be found in Appendix B.

5.3.1. Plain Graph Queries. The resulting execution times for the plain queries where LO-
CALIZED performed best and worst compared to STANDARD are displayed in Figure 19. A
summary of all update time measurements for LOCALIZED in comparison with STANDARD
is also displayed in Figure 18 (right). For all queries, LOCALIZED ultimately outperforms
the other approaches by a substantial margin, as the localized RETE version forgoes the
computation of a large number of irrelevant intermediate results due to the small relevant
subgraph on the one hand and avoids redundant computations on the other hand.

90ur experiments are not to be confused with an official run of the LDBC Social Network Benchmark.
The benchmark specification and data generator only serve as a source of plausible data and queries.
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FIGURE 20. Memory measurements for the LDBC scenario

The memory measurements in Figure 20 mostly mirror execution times for RETE-
based approaches, with the memory consumption for LOCALIZED always lower than for
STANDARD and VIATRA except for a period at the beginning of the execution of the query
INTERACTIVE_5, where STANDARD outperforms LOCALIZED. The weaker performance
for INTERACTIVE_5 and INTERACTIVE_10 likely stems from the fact that, disregarding
edge direction, the associated query graphs contain cycles that act as strong filters for
subsequent (intermediate) results. These filters then achieve a somewhat similar effect as
localization. The weaker performance of VIATRA for INTERACTIVE_5 is a product of the
usage of a suboptimal RETE net. As expected, memory consumption is lowest for SDM*
for all queries.

5.3.2. Eztended Graph Queries. The resulting execution times for the considered extended
graph queries are displayed in Figure 21. A visual comparison between update times for
LOCALIZED and DELTA with STANDARD is shown in Figure 22.

For both queries, LOCALIZED outperforms STANDARD and VIATRA significantly
with respect to both initial execution time and update times, as it benefits from the same
localized computation of matches for the base pattern as in the plain query case. Moreover,
checking effort for the equipped nested graph conditions is also reduced, with checks only
performed locally in the context of relevant base pattern matches rather than globally.

Compared to LOCALIZED, DELTA requires noticeably more initial execution time and
time for processing updates for both queries. The deterioration in performance is likely a
product of several factors. First, the required duplication of the RETE nets for localized
match computation and checking of nested graph condition creates obvious redundancy.
Second, DELTA introduces additional RETE nets for computing subgraph satisfaction
dependent matches for the base pattern. Third, effectively enabling the execution of queries
over two versions of the host graph at the same time comes with additional indexing effort
required for the DELTA strategy.

The deterioration in performance is slightly more pronounced for the query INTER-
ACTIVE_ 4 NGC. This is likely due to the fact that the typing of vertices in the nested
graph conditions of INTERACTIVE_3_NGC prevents changes to the relevant subgraph
from impacting the conditions’ satisfaction, which leads to empty RETE subnets for the
computation of subgraph satisfaction dependent matches.

Most observations related to execution time again also apply to memory consumption
due to the close link between RETE net execution time and configuration size. The most
notable exception is the lower memory consumption measured for VIATRA and the query
INTERACTIVE_4_NGC compared to DELTA. This is likely a product of a generally more
memory efficient RETE implementation in VIATRA in comparison with our own, which is
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FIGURE 23. Memory measurements for the LDBC scenario

also illustrated by the difference in memory consumption between VIATRA and STANDARD
despite very similar execution times.

Note that SDM* is excluded from our experiments with extended graph queries. This
is due to the fact that it is unclear how to implement change-based search of matches for
extended graph queries purely with local search and without implementing some kind of
auxiliary data structure for storing information about the search process.

5.4. Discussion. On the one hand, our experimental results demonstrate that in situations
where the relevant subgraph constitutes only a fraction of the full model, RETE net
localization can improve the performance of incremental query execution compared to both
the standard RETE approach and a solution based on local search. In such scenarios,
localization can improve scalability with respect to initial query execution time and memory
consumption, as demonstrated in Sections 5.1 and 5.3 and, if changes are not restricted to
the relevant subgraph, also update processing time, as shown in Sections 5.2 and 5.3.

On the other hand, as demonstrated in Section 5.1, localization incurs an overhead on
update processing time if changes are only made to the relevant subgraph and on initial
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execution time and memory consumption if the relevant subgraph contains most of the
elements in the full model. While this overhead will essentially be limited to a constant
factor in many scenarios, as analyzed in Section 3.3 and 4.1, the standard RETE approach
remains preferable for query execution with global semantics or if modifications are restricted
to the relevant subgraph and initial query execution time and memory consumption are
irrelevant.

These observations apply to both plain and extended graph queries when it comes to the
application scenario of tracking all matches for the base query pattern that include elements
from the relevant subgraph. In the case of plain graph queries, the application scenario of
localized tracking of changes to a global query result coincides with the first. However, for
extended graph queries, localization requires noticeably more effort in the second scenario
and can lead to increased theoretical complexity if further optimizations are involved, as
discussed in Section 4.2. However, our evaluation results in in Section 5.3 indicate that it
may still prove beneficial in practice.

5.5. Threats to Validity. To mitigate internal threats to the validity of our results resulting
from unexpected JVM behavior, we have performed 10 runs of all experiments. However,
with reliable memory measurements a known pain point of Java-based experiments, the
reported memory consumption values are still not necessarily accurate and can only serve as
an indicator. To minimize the impact of the implementation on conceptual observations, we
compare the prototypical implementation of our approach to a regular RETE implementation
[BG23|, which shares a large portion of the involved code, and to two existing tools [VBH™16,
GHS09].

We have attempted to address external threats to validity via experiments accounting
for different application domains and a combination of synthetic and real-world queries and
data, including a setting from an established, independent benchmark. Still, our results
cannot be generalized and do not support quantitative claims, but serve to demonstrate
conceptual advantages and disadvantages of the presented approach.

6. RELATED WORK

With graph query execution forming the foundation of many applications, there already
exists an extensive body of research regarding its optimization.

Techniques based on local search [CFSV04, GBG106, GHS09, ABJ*10, HLL13, BCL*16,
JM18] constitute one family of graph querying approaches. While they are designed to
exploit locality in the host graph to improve execution time, repeated query execution leads
to redundant computations that are only avoided by fully incremental techniques.

In [Egy06], Egyed proposes a scoping mechanism for local search to support incremental
query execution, only recomputing query results when a graph element touched during query
execution changes. While this approach offers some degree of incrementality, it is limited to
queries with designated root elements that serve as an anchor in the host graph and may
still result in redundant computations, since query reevaluation is only controlled at the
granularity of root elements.

A second family of solutions is based on discrimination networks [HBC02, VD13,
VBH'16, Bey18], the most prominent example of which are RETE nets.

VIATRA [VBHT16] is a mature tool for incremental graph query execution based on
the RETE algorithm [For89], which supports advanced concepts for query specification and
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optimization not considered in this article. Notably, VIATRA allows reuse of matches for
isomorphic query subgraphs within a single RETE net. This is achieved via RETE structures
not covered by the rather restrictive definition of well-formedness used in this article, which
points to a possible direction for future work. However, while VIATRA also has a local
search option for query execution, it does not integrate local search with the incremental
query engine but rather offers it as an alternative.

Beyhl [Bey18] presents an incremental querying technique based on a generalized version
of RETE nets, called Generalized Discrimination Networks (GDNs) [HBCO02]. The main
difference compared to the RETE algorithm is the lack of join nodes. Instead, more complex
nodes that directly compute complex matches using local search are employed. The approach
however represents more of a means of controlling the trade-off between local search and
RETE rather than an integration and still requires a global computation of matches for the
entire host graph.

In previous work [BBG21], we have made a first step in the direction of localizing
RETE-based query execution. While this earlier technique already allowed anchoring the
execution of a RETE net to certain host graph vertices, this anchoring was based on typing
information and its results did not meet the definition of completeness introduced in this
article.

Model repositories such as CDO [cdo] and NeoEMF [DSB*17] provide support for query
execution over partial models via lazy loading. As persistence layers, these solutions however
focus on implementing an interface of atomic model access operations in order to be agnostic
regarding the employed query mechanism.

The Mogwai tool [DSC18] aims to improve query execution over persistence layers like
CDO and NeoEMF by mapping model queries to native queries for the underlying database
system instead of using the atomic model access operations provided by the layer’s API,
avoiding loading the entire model into main memory. The tool however does not consider
incremental query execution.

Jahanbin et al. propose an approach for querying partially loaded models stored via
persistence layers [JKGS22| or as XMI files [JKG23]. In contrast to the solution presented
in this article, their approach still aims to always provide complete query results for the
full model and is thus based on static analysis and typing information rather than dynamic
exploitation of locality.

Query optimization for relational databases is a research topic that has been under
intense study for decades [KBZ86, LSC01, LGM™15]. Generally, many of the techniques from
this field are applicable to RETE nets, which are ultimately based on relational algebra and
related to materialized views in relational databases [GM99]. However, relational databases
lack the notion of locality inherent to graph-based encodings and are hence not tailored to
exploit local navigation.

This shortcoming has given rise to a number of graph databases [Angl2], which employ
a graph-based data representation instead of a relational encoding and form the basis of some
model persistance layers like NeoEMF [DSB*17]. While these database systems are designed
to accommodate local navigation, to the best of our knowledge, support for incremental
query execution is still lacking.
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7. CONCLUSION

In this article, we have presented a relaxed notion of completeness for query results that
lifts the requirement of strict completeness of results for graph queries and thereby the need
for necessarily global query execution. Based on this relaxed notion of completeness, we
have developed an extension of the RETE approach that allows local, yet fully incremental
execution of both plain and extended graph queries. An initial evaluation demonstrates that
the approach can improve scalability in scenarios with small relevant subgraphs, but causes
an overhead in unfavorable cases.

In future work, we want to further evaluate the performance of the presented approach.
In particular, we are interested in exploring whether the RETE net localization technique
for extended graph queries can improve performance in certain scenarios even if host graph
and relevant subgraph coincide. We also plan to investigate whether the proposed solution
can be adapted to support bulk loading of partial models in order to reduce overhead caused
by lazy loading strategies employed by model persistence layers.
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APPENDIX A. TECHNICAL DETAILS

We first introduce a few technical definitions required only for proofs in this appendix.

Given a local navigation structure LN .S(p) containing the marking-sensitive vertex input
nodes [v]® and [w]®, we call x(LNS(p)) = {[U]®, [U]®} the extension points of LNS(p).

Let (N, p) be a well-formed RETE net with p a join node. For the localized RETE net
(N®,p®) = localize(N,p) with N®* = N2 U NP UN? U RPS,URPS,, the extension points
of N?® are given by x(N®) = x(N®) U x(N2®).

Any RETE net (N®, p®) = localize® (Q, 1) directly contains a RETE subnet (Ng,pg) =
localize(Q) regardless of the form of the nested graph condition . The extension points of
(N® p®) are then given by x(N?®) = X(Ng).

We say that a marking-sensitive RETE net (X?®,p%) is a modular extension of (N, p®)
if N* C X® and Ve € BX" : sX"(e) e VN A X" (e) e V' = e € EN".

A.1. Theorems in Section 3.2.

Theorem 3.6 (Matches are marked oo in query results of RETE nets localized via localize
iff they touch the relevant subgraph). Let H be a graph, H, C H, (N, p) a well-formed RETE
net, and Q = query(p). Furthermore, let C® be a consistent configuration for the localized
RETE net (N®,p®) = localize(N,p). It then holds that ¥(m,$) € C®(p*) : m(Q) N H, #
0 < ¢ = oo.

Proof. Since each extension point 2 € x(N?) is only preceded by marking assignment nodes
that assign a marking other than oo and some marking-sensitive vertex input node [v]® that
only extracts matches m with m(v) € H,, it must hold for the union node [U]® at the top of
each local navigation structure that V(m, ¢) € C*([U]®) : m(Q) N H, # 0 & ¢ = cc.

All joins in N® ultimately only combine matches from the top union nodes of local
navigation structures, assigning the maximum marking in the process. Consequently, for
any marking-sensitive join node [<|® € N® and a tuple (m, 0o0) € C*([<]®), there must be
a tuple (m’,00) € C®([U]?) for some local navigation structure with top union node [U]®
with Q" = query([U]®) such that m(Q'") = m’(Q’). Thus, it must hold that m(Q) N H,, # 0.

Conversely, by the semantics of the marking-sensitive join node, which always assigns
the maximum marking of related dependent matches to the resulting matches, a marking of
oo ultimately always propagates to the top of the RETE net. By Theorem 3.5 and because
the construction of a match that touches the relevant subgraph via joins must always involve
at least one join with a match that is marked oo in a local navigation structure, it thus
follows that Vm € Mg : (m,00) € C®([<]®).

Since p? is either a marking-sensitive join node or the top union node of a local navigation
structure, it follows that ¥(m,o0) € C*(p®) : Jv € VE : m(v) € VH», []

A.2. Theorems in Section 3.3.

Theorem 3.10 (RETE net localization via localize introduces only a constant factor
overhead on effective configuration size). Let H be an edge-dominated graph, H, C H,
(N,p) a well-formed RETE net with Q = query(p), C a consistent configuration for (N,p)
for host graph H, and C® a consistent configuration for the marking-sensitive RETE net
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(N®,p®) = localize(N,p) for host graph H and relevant subgraph H,. It then holds that
Znée‘/N‘I’ Z(m,¢)ec(n¢) |m| <7 ’C|e'
Proof. Follows directly from Lemma A.4. ]

A.3. Theorems in Section 4.1.

Theorem 4.3 (Consistent configurations for RETE nets localized via localize¥ yield correct
query results under the relevant subgraph). Let H be a graph, H, C H, and (Q,v¢) an
extended graph query. Furthermore, let C® be a consistent configuration for the localized
RETE net (N®,p®) = localize¥ (Q,1)). The set of matches given by the stripped result set
RS (p?,C®) is then correct under H,.

Proof. Regardless of what v looks like, there is a matching marking-sensitive vertex input
node connected to each x € y(N®). Because there is at least one extension point z €
x(N®) with query(z) = ({v},0,0,0) for each v € V?, it follows from Lemma A.6 that
vm € RE(p®,C®) :m = AVm € Mg C(m =AM/ (Q)N Hy # 0) = m' € RY(p*,C2).
Thus, the theorem holds. L]

Theorem 4.4 (Execution of localized RETE nets via order? yields consistent configurations).
Let H be a graph, H, C H, (Q,v) a graph query, and Cg) an arbitrary starting configuration
for the marking-sensitive RETE net (N®,p®) = localize¥(Q,v). Ezecuting (N®,p®) via
O = order (N?®) then yields a consistent configuration C® = execute(O, N® H, H,,Cg).

Proof. Follows directly from Lemma A.7. ]

Theorem 4.6 (RETE net localization via localize¥ introduces only a constant factor
overhead on effective configuration size). Let H be an edge-dominated graph, H, C H, (N,p)
a RETE net created via the procedure described in [BG23]| for the extended graph query (Q, ),
C a consistent configuration for (N, p) for host graph H, and C® a consistent configuration for
the marking-sensitive RETE net (N®,p®) = localize¥ (Q, 1)) corresponding to (N,p) for host
graph H and relevant subgraph Hy. It then holds that 3° o xe D (n.g)ect (o) M < 7+ [Cle.

Proof. We show the correctness of the theorem via structural induction over the nested
graph condition .

In the base case where ¢ = true, it holds that localize¥ (Q, ) = localize(N,p). From
Theorem 3.10, it then immediately follows that 3° o\ e 3 (n g)ecemey M| < 7+ [Cle.

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d + 1.

For a nested condition of the form ¢ = 3(a : Q — Q',v¢'), N® consists of the lo-
calized RETE net for @, (Ng,pg) = localize(Q), the RETE net (N(‘Igg, w,),p‘(bQ, w/))
localize¥ (Q',7)'), a request projection structure RPSP® = RPSOO(pg,N(%, W)), and a
marking-sensitive semi-join node p® = [x]?.

By the construction described in [BG23], (IV,p) then consists of a RETE net for the
plain graph query @, (Ng,pg), the RETE net for the extended graph query (Q’, '), (N',p'),
and a semi-join p = [x] with dependencies pg and p'.

Lemma A.4 entails that Zn‘l)EVNg 2 (mgyect (ne) M| < 7Zn€VNQ\{pQ} > mec(n) M|+

5 ZmeC\{pQ} |m/|, since localize(Q) = localize(Ng, pg).
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In the worst case, the extension points of (N®,p®) already contain all possible single-
vertex matches into H even without the additional input via RPS7°. Therefore, by the
induction hypothesis, it must hold that o NE 2 mpyect ne) [m| < T+ [Clynle.

n®cy QY

From Lemma 12 in [BG24b], it follows that anevRPS?O 2 (m$)eC®(n |m| < 2:|Clpgyle-

Finally, from Theorem 4.3 and Lemma 12 in [BG24b], it follows that Z (m.$)ec® (B, ., Im| <

ICl sy le-
Consequently, it must hold that 37 &\ ne D ¢)ectme) M| < 7 ]C\VNQ\{pQ}\e +7-

Clipgyle + 7+ [Clywrle + [Clypyle and thus 37 oy xe 32 m gyece ey M < 7 [Cle-

For a nested condition of the form ¢ = =/, N® consists of the localized RETE net for
the plain pattern @, (Ng,pg) = localize(Q), the localized RETE net (]\7((122 7J},),p‘(i’Q w,)) =
localize¥ (Q, 7)), a request projection structure RPSP® = RPS"O(pg, N(% w,)), and marking-
sensitive anti-join node p® = [>]?®.

By the construction described in [BG23], (IV,p) then consists of a RETE net for the
plain graph query @, (Ng,pq), the RETE net for the extended graph query (Q, '), (N',p'),
and an anti-join p = [>] with dependencies pg and p'.

By analogous argumentation as for the existential case, it must then also hold that
Znée‘ﬂwb Z(m’¢)€c¢(n¢) |m] <7 |C’€.

For a nested condition of the form 1) = 11 A 19, N® consists of the localized RETE net

for the plain pattern @, (Ng, pQ) localize(Q), the localized RETE net (N(‘Ié2 ) p‘(bQ w1)) =

localize¥ (Q, 1), a request projection structure RPS® = RPS™ (pQ, N(Q w1))’ a marking-
sensitive semi-join node [x]{, the localized RETE net (N(Q b2 (Q zbz)) = localize¥ (Q,9),
a request projection structure RPS$® = RPS™([x|} N(Q W)) and a marking-sensitive
semi-join node p® = [x]3.

By the construction described in [BG23], (N, p) then consists of a RETE net for the plain
graph query @, (Ng,pq), the RETE net for the extended graph query (Q, 1), (N1,p1), the
RETE net for the extended graph query (Q,v2), (N2, p2), a semi-join [x]; with dependencies
po and p1, and a semi-join p = [x]|2 with dependencies [x]; and ps.

As in the existential case, it then also holds that Zrﬂ’eVNg D mgyect () ml <

7En€VNQ\{pQ} > mecn) Im| +5 - ZmeC(pQ) |m|. By the induction hypothesis, it holds

that an)ev%yw 2 (mg)ectmey Ml <7+ [Clym e and 3 2 (mg)eceme) Im| <

7 |Clynzle-
From Lemma 12 in [BG24b], it follows that > n® eV RPSE 2 (m$)eC®(n |m| < 2:|Clpgyle-

D
n®ey (@)

We furthermore know by Theorem 4.3 that C‘p([ x]}) can only contam matches for
@ that satisfy ¢; and C([x]1) contains all such matches. From Lemma 12 in [BG24b],
it thus follows that } ., ,eccn( (Ix] 12y Im| < [Clx),}le- Consequently, it must hold that

Zn‘PeVRPSOO 2 (m.$)eC®(n \m| < 2. ICl{{x]:}]e- By Theorem 4.3 and Lemma 12 in [BG24b],
it also follows that 3=, »ece( (1]2) y Im| < [Cl{ixayle-

We thus know that - oy ne Do (m g)ece ey M| < 7- |C]VNQ\{pQ}|e + 7 |Clpoyle + 7
|C‘VN1 |e+7-|C‘VN2 |e+3'|C|{[><]1}|e+lc|{[[><]2}‘e and thus an)EVN(I) Z(m,qﬁ)ec‘l’(n‘p) |m’ < 7"C|e-

From the correctness of base case and induction step then follows the correctness of the
theorem. u
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Theorem 4.8 (Execution time overhead introduced by RETE net localization via localize®
depends on query graph size compared to average match size). Let H be an edge-dominated
graph, H, C H, (N,p) a RETE net created via the procedure described in [BG23] for the
extended graph query (Q,), C a consistent configuration for (N,p) for host graph H, and
C the empty configuration for the marking-sensitive RETE net (N®, p®) = localize (Q, 1)
corresponding to (N, p). Ezecuting (N®,p®) via execute(order?(N®), N® H, H,,C§) then
takes O(T - |Qmaz|) steps, with T =3 _,~ |C(n)| and |Qmaz| the size of the largest graph
among @ and graphs in 1.

Proof. By the construction of order¥ (N?®), each node in N® is either executed only once
and none of its dependencies are executed after it or is part of some subnet (Ng,, pg,) =

localize(N®Q',p?") for some subnet (N9, p@") of (N, p) and only executed as part of a single
execution of order(Ng,).

By Theorem 3.12, the execution of order(Ng,) for (Ng, , pg,) in isolation is in O (T -|Q'),
with T = ZnevNQ/ |C(n)|. Each subnet (Ng,,pg,) has at most one union node in one of
its local navigation structures that has the marking assignment node of a request projection
structure inserted by localize? as an additional dependency. By Lemma 17 in [BG24b],
the time for executing all nodes in N® that are part of such a subnet (Ng,,pg,) is in

O((Tg> + Tppg) - Qmaz), with T = ZneN% IC(n)| and Thpg = EneNj‘;PS |C(n)|, where Ng
denotes the set of all RETE nodes in such subnets (Ng,, pg,) and Nppg denotes the set of

all RETE nodes in request projection structures inserted by localize”.

All remaining nodes in (N ® p»®) are then marking-sensitive semi-joins, anti-joins or
projections, marking assignments, or marking filters that are only executed once. Moreover,
each node in (N®, p®) can be the dependency of at most one of these semi-joins or anti-joins
and at most one of these marking filters. By Lemmata 16, 18, and 19 in [BG24b] and
Lemmata A.8 and A.9, the execution of these nodes is thus in O((T\%’ + T}%’PS + Tg) “Qmaz)s

with Tg = 3,.¢ NE |C(n)|, where N denotes the set of all semi-join and anti-join nodes

inserted by localize”.
Since Tg + TEPS + Tg < 7-T by Lemma A.10, it then follows that executing (N®,p®)

via ezecute(order” (N®), N® H, H,,C) takes O(T - |Qmaz|) steps. ]

A.4. Theorems in Section 4.2.

Theorem 4.11 (Subgraph-restricted graph modifications can only change NGC satisfaction
for subgraph satisfaction dependent matches). Let (Q, ) be an extended graph query and

H i K% H a subgraph-restricted graph modification from host graph H with relevant
subgraph H, into the modified host graph H' with relevant subgraph H;,. It then holds for any
graph morphisms mg : Q — K that (fomg |= YAgomg = )V (fomg = YAgomi E ¢) =
fompg is subgraph satisfaction dependent or g o my is subgraph satisfaction dependent.

Proof. We show the correctness of the theorem via structural induction over the nested
graph condition .

In the base case of 1) = true, the theorem is trivially satisfied, since any match always
satisfies true.

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
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condition of nesting depth d + 1. Let therefore mg : @ — K be a graph morphism such
that (fomg EvAgomi EV)V (fomk Y Agomk ).

For a nested condition of the form ¢ = =)/, it follows that (f omg ' ANgomg =
VYV (fomg =Y Ngomg [~ ). From the induction hypothesis and the definition of
subgraph satisfaction dependence then follows the correctness of the theorem.

For a nested condition of the form ¢ = 1)1 A g, it follows that (fomg = Y1 Agomy [~
Y1)V (fomp B hr1Agomy [= 1) or (fomg | YaAgomy o)V (fomg = YaAgomi =
19). From the induction hypothesis and the definition of subgraph satisfaction dependence
then follows the correctness of the theorem.

For a nested condition of the form ¢ = J(a : Q@ — Q’,¢’), it must hold that (1)
Im, € Mg cfomg =mgoalAmg =Y APml, € M, gomy = m,oaAm) =1 or (2)
I, E./\/lg :fomg =mgoaAmg =Y AIml, E./\/lg, cgomg =mlyoaAml, =1

Case 1: Let m, : Q" — H such that fomg = mgzoaAm, = ¢'. It must then either hold
that m/, = isos o mg is (1.1) not a valid graph morphism from @’ into H' or (1.2) m/, £ 4.
In case 1.1, since iso, is an isomorphism, it then follows that mq(Q") N H, # 0 and thus
f omp is subgraph satisfaction dependent. In case 1.2, it follows that there must be some
graph morphism my, such that m, = f o mg, and m/, = g o mg,. Consequently, m, must
be subgraph satisfaction dependent for ¢’ or m/, must be subgraph satisfaction dependent
for ¢ by the induction hypothesis. Since in this case, g o myx = m/, o a, it follows that
f omp is subgraph satisfaction dependent or g o my is subgraph satisfaction dependent.

Case 2: Argumentation works analogously to Case 1.

In the case where a is a partial graph morphism from some subgraph @, C @ into @',
the argumentation works analogously.

From the correctness of the base case and the induction step follows the correctness of
the theorem. []

Theorem 4.12 (Consistent configurations for RETE nets localized via localize’® yield
all subgraph satisfaction dependent matches). Let H be a graph, H, C H, (Q,%) an
extended graph query, and C® a consistent configuration for the RETE net (N, p*t) =
localize**(Q, ). It then holds that Vm € Mg :m 1s subgraph satisfaction dependent =
m € R (p*,C?).

Proof. Follows directly from Lemma A.11. ]

Theorem 4.13 (Execution of localized RETE nets via order® yields consistent configu-
rations). Let H be a graph, H, C H, (Q,v) a graph query, and C§ an arbitrary starting
configuration for the marking-sensitive RETE net (N p*%) = localize*™(Q,v). Ex-
ecuting (N*%,p*®) via O = order®®(N*") then yields a consistent configuration C® =
execute(O, N*% H, H,, C¥).

Proof. Follows directly from Lemma A.12. L]

Theorem 4.15 (For a subgraph-restricted graph modification, consistent configurations
for RETE nets localized via localize® yield all matches that touch the relevant sub-

graph in the source or are subgraph satisfaction dependent in the source or target of

the modification). Let (Q,v) be an extended graph query and H AN subgraph-

restricted graph modification modifying the graph H with relevant subgraph H, C H
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into the graph H' with relevant subgraph H, C H'. Furthermore, let C® be a config-
uration that is consistent for (N®,p?) = localize™(Q,) for host graph H and rele-

t sat’

vant subgraph H, and consistent for (N(Sé 0 PO z,[;)) = localize*™(Q,v) for host graph

H' and relevant subgraph H,,. It must then hold that Vm & ./\/lg :m E YA (m(Q)N

-1

H, # 0 or m is subgraph satisfaction dependent or Im’ € M2, foglom = mA

m’ is subgraph satisfaction dependent) = m € R?}(pA, c?®).

Proof. By the definition of localize®, N2 consists of (Ng,pg) = localize(N®,p?) for a reg-

ular RETE net (N9, p?) with height h for the plain graph query Q, [¢ > h]®, (N5%, p?t) =
localize*™(Q, 1)), and [U]®. In addition, N® comprises (N({E? ¢)’pEDQ w)) = localize¥ (Q, ),

RPSp = RPS®(IU*,N&, ), [x]?, and [£25]°.

Letm € Mg with m = YA(m(Q)NH, # 0 or m is subgraph satisfaction dependent or
Im/ € Mg, : fog tom’ = m Am'is subgraph satisfaction dependent). We can then
distinguish three cases:

Case 1: If m(Q) N H, # 0, it follows from Lemma 1 in [BG24b] that there must be a
tuple (m,o0) € C‘p(pg) and thus also (m,c0) € C®([¢ > h]®).

Case 2: If m is subgraph satisfaction dependent, it follows from Theorem 4.12 that
there must be a tuple (m, ¢) € C®(p**).

Case 3: If Im/ € M%, : fog tom! = m Am is subgraph satisfaction dependent,
it follows from Theorem 4.12 that there must be a tuple (m’,¢) € C®(p**) such that
fog ' om! =m. From the semantics of the marking-sensitive translation node then follows

og—1
that there must be a tuple (m, ¢) € C‘I’([Lﬂ‘b).
In all three cases, there must hence be a tuple (m, ) € C®([U]®). By Lemma A.6 and
because m |= ¢, it must then hold that there is a tuple (m,¢’) € C*® (pEI’Q w)) and, by the

semantics of the marking-sensitive semi-join, (m, $) € R% (p™,C®). ]

Theorem 4.16 (Execution of localized RETE nets via order® yields consistent config-
urations). Let (Q,) be an extended graph query and H a host graph with relevant sub-
graph H,, and Cg’ an arbitrary starting configuration for the marking-sensitive RETE net
(N2, p?) = localize®(Q, ). Ezecuting (N, p™) via O = order™(N?) then yields a con-
sistent configuration C® = execute(O, N®, H, H,,CY).

Proof. Follows directly from Lemma A.14. ]

Theorem 4.18 (Removal of matches from the results of an extended graph query caused
by a subgraph-restricted graph modification can be detected using RETE nets localized

via localize®). Let (Q,v) be an extended graph query and H LK% H subgraph-
restricted graph modification modifying the graph H with relevant subgraph H, C H into
the graph H' with relevant subgraph H;? C H'. Furthermore, let C® be a configuration that

is consistent for (N2, p®) = localize™(Q, 1) and (N(Sgw,pfgw)) = localize*™(Q, ) for

host graph H and relevant subgraph H,, and consistent for (N2 pA") = localize®(Q, 1) and

(N(sg;b),pfg/w)) = localize**(Q, 1)) for host graph H' and relevant subgraph H,,. It then holds

that {m e ML |mEpAIm e M, im=fogtom Am' =} =RE(P>,C*)\ {me
Mg | 3m' € RE(p™,C%):m=foglom'}.
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Proof. By the definition of localize®™, N® consists of (Ng,pg) = localize(N®,p?) for a reg-
ular RETE net (N9, p?) with height h for the plain graph query Q, [¢ > h]®, (N5%, ps?t) =

localize®®(Q, 1)), and [U]®, which has a dependency on pfg?t/w) from (N(sg;), pfggt/w)). In
addition, N® comprises (NEIZ2 ¢),psz w)) = localize¥ (Q,v), RPS{® = RPS‘X’([UF),NEIE2 w))v

o —1
[x]®, and [122 ]2,

Analogously, N2" consists of (NQl,pg) = localize(N9, p?), [¢ > h|®, (N psat’) =

localize®™(Q, 1), and [U]*" which has a dependency on pfgw) from (Nfgw),pfgw)). In
addition, N2 comprises (N(‘g w,p‘(% w)) = localize¥ (Q, ), RPSZOO/ = RPSOO([U]CI’/, N(%/ 1/1))’

[x]®, and [%]Cb/.

We first show that {me./\/lg | m}:w/\ﬂm’e./\/lg,:m:fogflom’/\m' =y} C
RE(p™,C%)\ {m € M?I | 3m’ € RE(p™,C%) :m = fog~' om/}. Therefore, let m € M?I
such that m = Afm € M2, cm=foglom' Am' = o.

We can the distinguish two cases:

Case 1: If 7m/ € MY, : m = fogtom!, it follows that m(Q) N Hy, # 0, since
otherwise, m’ = isos o m would violate the assumption that Im’ € M%, :m = fog~tom'.
It must then hold by Theorem 3.5 that there is a tuple (m,o0) € C‘I’(pg) and thus also
m € R%(p™,C®) by Lemma A.6. By the assumption that m’ € MG, im=foglom,

Lo m/ and thereby,

R?}(pA/,CCI’/) then cannot contain a match m’ such that m = fog~
m e RE(pA,C?)\ {m € /\/lg | 3m/ € RE(p™,C%) :m = fog lom'}.

Case 2: If there exists a match m/ € Mg, such that m = fo g~ ! om/, it must hold that
m’ = 1) for this match m’. By Theorem 4.11, we then know that either m or m’ must be
subgraph satisfaction dependent. By Theorem 4.15, it must then hold that m € R;}} (p™,C?).
By Lemma A.6, it also follows that m’ ¢ R% (p™,C?"). By the injectivity of f and g, m’ must
furthermore be unique. Consequently, m € R (p2,C®)\ {m € Mg | 3m’ € R (™, C®)
m=fog tom'}.

Thus, it follows that {me/\/lg ImEYAIN e MY, im=fogtom Am )} C
R, C®)\ {m e MY | Im' e RE @™ ,C¥):m= fogtom'}.

We now show that {m € M% ImEYAI e MY tm=foglom Am E
Y} D RE(PA,C®)\ {m € M% | 3Im’ € RE(P™,C%) :m = fog ' om}. Therefore, let
m e RE(pA,C)\ {m € /\/lg | 3m’ € RE(p™,C%) :m = foglom'}.

It then directly follows from Lemma A.6 that m = ¢. We will now show that there
cannot exist a corresponding match m’ from Q into H' with m = fo g~ om’ and m’ |= 9.

From the construction of N2, it follows that there must exist a tuple (m, co) € Cq’(pg),
a tuple (m, ) € C®(p*™), or a tuple (m/, ¢) € C® (p°).

Case 1: If (m, ) € C‘b(pg), it must hold by Theorem 3.6 that m(Q) N H, # (. Since
there must be some element e in m(Q)NH, for any match m’ with m = fog~lom/ and because
(9o f~1)(Hp) C H), it must hold that m/(Q) N Hj, # 0. Consequently, (m’, 00) € c (pg)
by Theorem 3.5. Since m ¢ {m € M% | 3m' € RE(p™',C*) :m = fog ' om'} and thus
m' ¢ RY (p2',C%"), it must follow from Lemma A.6 that m’ k= 1, since otherwise, it would
hold that {m € M?I | 3m’ e RE(P™,C%):m = fogtom'}.
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Case 2: If (m, ¢) € C®(p*™), for any match m’ with m = f o g~! om/, it holds that
m' = go f~'om’ due to the injectivity of f and ¢g. Therefore, it must hold that there is

some tuple (m’, ¢) € C‘I)/([M)]‘p/). Hence, it must hold that m’ [~ 1, since otherwise, it
would hold that {m € M?I | 3m’ e RE(P™,C%):m = fogtom'}.

Case 3: If (m/, ¢) € C®' (p°™') for some m’ with m = fog~' om/, it immediately follows
that m’ & 1, since otherwise, it would hold that {m € M% | Im’ € RE(p~,C¥) : m =
fogtom'}.

Thus, it follows that {meM% ImEyYAIN e MY, im=Ffoglom Am/ =1} D
REPA,C*)\ {m e M% | 3m’ e RE(p™,C%):m=fog lom'}.

With inclusions in both directions, it holds that {m € M% lmEyAEm e MY, im =
Fog~lom/ A’ |= 0} = RE (b2, C*)\(m & M3 | Fm’ € R (™) - m = fog~tom'}. [

Theorem A.1 (RETE net localization via localize*® introduces only a constant factor
overhead on effective configuration size). Let H be an edge-dominated graph, H, C H,
(N,p) a RETE net created via the procedure described in [BG23| for the extended graph
query (Q,v), C a consistent configuration for (N,p) for host graph H, and C® a con-
sistent configuration for the marking-sensitive RETE net (N*% p%) = localize*™(Q, )
for host graph H and relevant subgraph H), corresponding to (N,p). It then holds that

ZnsatEVNmt Z(m7¢)ecq>(nsat) |m| < 18- |C|e.

Proof. For nested queries of (Q, 1) with the form (Q’, true), localize*® only introduces a
dummy node to N**. The result set for any dummy node in N** is always empty. Hence,
the result sets of these nodes do not contribute to configuration size. Moreover, localize®*
does not introduce any additional nodes for nested queries with the form (Q’, —).

For each nested query with the form (Q’, 11 A 12), N¥% contains one marking-sensitive
union node [U]CI), whereas N contains a RETE subnet (N¢g/, pgr) computing matches for @’
as well as two semi-joins. Since the result set for [U]® can only contain at most one tuple
for each match for Q" and the result set for p@ contains all such matches, it follows that
2emyeet () 1 < Dimeepg) M1

For each nested query with the form (Q',3(a : Q" — Q",¢')), N*¥ contains the
subnets (Ng,,pg,) = localize(Q') and (Ng,,,pg,,) = localize(Q"), a marking-sensitive union
node [U]®, a marking-sensitive semi-join [x]®, as well as the request projection structure
RPSX® = RPS>([U]®, Ng/). N contains a RETE subnet (Ng/, pg/) computing matches for
Q' and a semi-join [X].

By Theorem 3.10 and because the additional dependency on RPS7® does not affect the
worst case of a fully populated net (Ng,pg), it holds that Zné,eVNg’ Z(m@)e@(ng/) Im| <
7-\C| Nor le. Also, by the semantics of the marking-sensitive serﬁi—join and because the result

set for pg, contains each match for )" at most once by Lemma 12 in [BG24b], it must hold
that > m,gece (%) 1M < Dimec(pgn 1Ml < 1Clng le-

Any nested query with the form (Q',3(a : Q@ — Q",v’')) must have some nested
query (Q",3(a : Q" — Q",¢")) or (Q",true) in order for ¢ by the definition of nested
graph conditions. In either case, N has to contain a corresponding subnet (Ng~,pgr)
computing matches for @”. It then holds for this subnet Ng» by Theorem 3.10 that
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o > mgyect e,y M| < 7+ |C[ny, le- It also must hold that >, 4 cce ey M| <
Zmec (pgrr) |m| < ’C|NQ/’|6 and Z n®cy RSP Z(m,qﬁ)ecq’(n@) |m‘ <2 |C‘NQ//’6'

Since 1 is a tree of subconditions, it follows that each subnet (Ng~, pgr) must be counted
again like this for at most one parent query (Q',3(a : Q" — Q”,4')). For any nested query
of the form (Q’,true), C® stores matches with a combined size of at most 10 - IClng, le- For

any nested query of the form, (Q’,3(a: Q' — Q",4")), C® stores matches with a combined
size of at most (8 +10) - [C|n, |e = 18 - [Cln,, e-
In the worst case, it must thus hold that ..,y nsat Z(m,¢)ecq>(nsat) |m| < 18-[Cle. [

Corollary A.2 (RETE net localization via localize®® introduces only a constant factor
overhead on memory consumption). Let H be an edge-dominated graph, H, C H, (N,p) a
RETE net created via the procedure described in [BG23] for the extended graph query (Q,),
C a consistent configuration for (N,p) for host graph H, and C® a consistent configuration
for the marking-sensitive RETE net (N p*3) = localize*™(Q, ) for host graph H and
relevant subgraph H, corresponding to (N,p). Assuming that storing a match m requires an
amount of memory in O(|m|) and storing an element from N requires an amount of memory
in O(1), storing C* requires memory in O(|C|.).

Proof. Follows directly from Theorem A.1 and the assumptions. []

Theorem A.3 (Execution time overhead introduced by RETE localization via localize®®

depends on query graph size compared to average match size). Let H be an edge-dominated
graph, H, C H, (N,p) a RETE net created via the procedure described in [BG23] for the
extended graph query (Q,1), C a consistent configuration for (N, p) for host graph H, and C§
the empty configuration for the marking-sensitive RETE net (N5, p*®) = localize**(Q, )
corresponding to (N,p). Ezecuting (N®,p®) via execute(order” (N®), N® H, Hp,Cg’) then
takes O(T - |Qmaz|) steps, with T =3 i~ |C(n)| and |Qmaz| the size of the largest graph
among QQ and graphs in 1.

Proof. By the construction of orders®(N*) each node in N*% is either executed only once
and none of its dependencies are executed after it or is part of some subnet (Ng,, pg,) =

localize(N9',p?") for some subnet (N9, p@") of (N, p) and only executed as part of a single
execution of order(Ng,).

By Theorem 3.12, the execution of order(NS/) for (NS,,pg,) in isolation is in O (T -|Q’|),
with Ty = ZnevNQ/ |C(n)|. Each subnet ( Q,,pQ,) has at most one union node in one of
its local navigation structures that has the marking assignment node of a request projection

structure inserted by localize®® as an additional dependency. By Lemmal7 in [BG24b],
the time for executing all nodes in N*¥ that are part of such a subnet (Ng,,pg,) is in

O((T‘P + TEpg) - Qmaz), with T = ZneNg IC(n)| and Tppg = ZneNj?PS |C(n)|, where Ng
denotes the set of all RETE nodes in such subnets (NQ,, pQ,) and NEPS denotes the set of

all RETE nodes in projection structures inserted by localize¥.

All remaining nodes in (N%% p?) are then marking-sensitive semi-joins, unions or
projections, marking assignments, or marking filters that are only executed once. Moreover,
each node in (N%% p%) can be the dependency of at most one of these semi-joins or unions
and at most one of these marking filters. By Lemmata 16, 17 18, and 19 in [BG24b]
and Lemma A.8, the execution of these nodes is thus in O(( S+ TEpg + Tg) - Qmaz),
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with T2, = ZnEN;I;t |C(n)|, where N2

< denotes the set of all semi-join and anti-join nodes

inserted by localizes™.

Since Tft+TgPS+T5 < 25-T by Lemma A.13, it then follows that executing (N %%, pat)

a

via ezecute(order*®(N%®) N H H, C®) takes O(T - |Qmaz|) steps. []

A.5. Supplementary Lemmata.

Lemma A.4 (RETE net localization via localize introduces an overhead of at most factor
5 on effective configuration size for the production node and at most factor 7 for all other
nodes). Let H be an edge-dominated graph, H, C H, (N,p) a well-formed RETE net with
Q the associated query graph of p, C a consistent configuration for (N,p) for host graph H,
and C® a consistent configuration for the localized RETE net (N®,p®) = localize(N,p) for
host graph H and relevant subgraph Hy. It then holds that }_ o\ xe D (m p)ec® () M| <

7 ZnEVN\{p} ZmEC(n) |m‘ +5- ZmEC(p) |m|

Proof. For each edge input node [v — w] in N with associated query subgraph Q., N®
contains the seven nodes of the corresponding local navigation structure LN S([v — w)):
[0]?, [w]®, [U®, U], [v =, w]®, [w <, v]®, and [U]®. By the semantics of [v — w], it
must hold that C([v — w]) = M.

By the semantics of the forward and backward local navigation nodes, we know that
RS ([v =, w]®,C?) C M% and R ([w < v]®,C?) C M%’ and thus, by the semantics of
the marking sensitive union node, R%([U]®,C?) C M%.

Furthermore, by the semantics of the marking sensitive input nodes, it must hold that
RS ([v]®,C%) C Mg” and R ([w]®,C?) C M where Q,, and Q,, are the query subgraphs
associated with v respectively w. By the semantics of the marking sensitive union nodes and
the assumption regarding the common query subgraph associated with their dependencies,
it must also hold that R ([U],C?) C M%’ and R& (U], C?) C ./\/lg“’.

By the semantics of the involved marking-sensitive RETE nodes, for each node in
LNS([n1 — ng]), each match can only be associated with at most one marking in the node’s
current result set in C®. Furthermore, by assumption, it holds that |M%”] < ]./\/l%] and
M| < |Me|. Lastly, we know that [Qy| = [Qu| < 1%,

It thus holds that EnéevLNS([v%w]) E(m,d))eC(n‘f’) Im| <5 - EmeC([v—)w]) |m|.

For each join node [<| in N with associated query subgraph Q. and dependencies n; and
nr, N® contains the corresponding marking-sensitive join node [<1]® with dependencies n?
and nf’ corresponding to n; respectively n, with associated query subgraphs @Q; respectively
Q., as well as the six nodes from the related request projection structures: [¢ > h]?, [WQU]?,
(6= h2, [6 > hI2, [rq,12, and [¢ := h]2.

By the semantics of join and marking sensitive join, we know that C(n;) C R%(ny,C®)A
C(n,y) C RE(n2,C%) = C(jx1]) € RY([=1]®,C?). For every edge input node [v — w] in N,
we know that C([v — w]) € R%([U]®,C?), where [U]® is the root node of LNS([v — w]).
It is easy to see that thereby, it must hold that C([<]) € R%([<]®,C?). By Lemma 12 in
[BG24b], it follows that }= ., »ec(pqey Ml < 2mee(p) ImI-

[¢ > R} is associated with the query subgraph Q; and [¢ > h]? is associated with
query subgraph Q,. [rg,]¥, [¢ = h]¥, [10,]%, and [¢ := h]? are all associated with a
query subgraph @, that contains only a single vertex, whereas both @); and @, contain
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at least one edge. Consequently, [Q,| < Q1 ang Qv <

5 I%"‘. Hence, it must hold

that > ecrps, 2omg)ccm®) M < 2 2 meemy Il and 3 ecrps, 2 mgyecme) Ml < 2
ZmGC(nr) |m|

Due to the tree-like structure of (N, p), the marking-sensitive union node at the top

of each local navigation structure and each marking-sensitive join can be connected to

at most one request projection structure. Moreover, the union node at the top of the

local navigation structure or the marking-sensitive join corresponding to p is not connected

to any request projection structure. It thus follows that Znéeva Z(m’¢)ec¢(n¢) |m| <

7 ZnEVN\{p} ZmGC(n) |m‘ +5- ZmGC(p) ‘m’ [

Lemma A.5 (RETE net localization via localize introduces an overhead of factor 7 on
the number of computed matches for the production node and factor 10 for all other
nodes). Let H be an edge-dominated graph, H, C H, (N,p) a well-formed RETE net with
Q the associated query graph of p, C a consistent configuration for (N,p) for host graph
H, and C* a consistent configuration for the localized RETE net (N®,p®) = localize(N,p)
for host graph H and relevant subgraph H,. It then holds that Znéeva IC?(n®)| <

10 ZnEVN\{p} ’C(n)‘ +7x |C(p)‘

Proof. For each edge input node [v — w] in N with associated query subgraph Q., N®
contains the seven nodes of the corresponding local navigation structure LN S([v — w)):
[0]®, [w]®, [UE, [U2, [v =, w]®, [w + v]®, and [U]®. By the semantics of [v — w], it
must hold that C([v — w]) = M%.

By the semantics of the forward and backward local navigation nodes, we know that
RS ([v =, w]®,C?) C M% and R% ([w <, v]®,C?) C Mge and thus, by the semantics of
the marking sensitive union node, R%([U]®,C?) C M%.

Furthermore, by the semantics of the marking sensitive input nodes, it must hold that
RS ([v]®,C%) C M?f and R% ([w]®,C?) C M%® where Q, and Q., are the query subgraphs
associated with v respectively w. By the semantics of the marking sensitive union nodes and
the assumption regarding the common query subgraph associated with their dependencies,
it must also hold that R% (U], C?) C ./\/lg“ and R% (U], C?®) C ./\/lg“’.

By the semantics of the involved marking-sensitive RETE nodes, for each node in
LNS([n1 — n2]), each match can only be associated with at most one marking in the node’s
current result set in C®. Furthermore, by assumption, it holds that Mg” < M% and
MG < MY

It thus holds that Y- acyLvsqouy [C(n®)] < 7+ |C([v — w])].

For each join node [<| in N with associated query subgraph Qs and dependencies n; and
nr, N® contains the corresponding marking-sensitive join node [<|® with dependencies n?
and n? corresponding to n; respectively n, with associated query subgraphs Q; respectively
@, as well as the six nodes from the related request projection structures: [¢ > h]?, [WQU]?),
(6> hP, [ > WP, [rq,17, and [¢ > HIZ.

By the semantics of join and marking sensitive join, we know that C(n;) € R%(n,C®) A
C(n,;) C RE(n2,C%) = C(jx1]) € RE([=1]®,C?). For every edge input node [v — w] in N,
we know that C([v — w]) € R%([U]®,C?), where [U]? is the root node of LNS([v — w]).
It is easy to see that thereby, it must hold that C([<]) € R%([<]®,C?). By Lemma 12 in
[BG24b], it follows that |C([<]®)| < |C([>])].
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It must then also hold that > s ppg, IC(n®)| < 3-|C(ny)| and Y n®cRPS, IC(n?®)] <
3-IC(n.)|.

Due to the tree-like structure of (N, p), the marking-sensitive union node at the top of
each local navigation structure and each marking-sensitive join can be connected to at most
one request projection structure. Moreover, the union node at the top of the local navigation
structure or the marking-sensitive join corresponding to p is not connected to any request
projection structure. It thus follows that 3° 4 _, ne IC?(n®)| < 10 Ynevi\(py [C(n)| + 7 %

IC(p)I. N

Lemma A.6 (Consistent configurations for modular extensions of RETE nets localized
via localize¥ yield only matches that satisfy the NGC and all admissible matches with a
partial match marked oo in an extension point). Let H be a graph, (Q,) a graph query,
(X®,p%) a modular extension of the localized RETE net (N, p®) = localize¥ (Q, ¢), and

C a configuration for (X‘I),p()}}) that is consistent for all nodes in VN®, Furthermore, let
z € x(N®), Q, = ({v},0,0,0) the query subgraph associated with z, and (m',c0) € C(x)
for some match m' : Q, — H. It then holds that ¥(m, ¢) € C(p®) : m =Y AV¥m € Mg :
m(v) = m'(v) Am =¥ = (m,o00) € C(p?).

Proof. We prove the lemma via structural induction over the nested graph condition ).

In the base case, that is, for a nested condition of the form v = true, satisfaction of
the Lemma follows directly from Lemma 1 in the preprint version of our conference paper
[BG24b].

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d + 1.

For a nested condition of the form ¢ = 3(a : Q — Q’,1'), N® consists of the localized
RETE net for @, (Ng N2, q’) = localize(Q), the localized RETE net (N({EQ’,W)’p?Q/,w’)) =
localize¥ (Q',¢"), a request projection structure RPSP® = RPSOO(pg,N%,’w,)), and a
marking-sensitive semi-join node p® = [x]® with left dependency pg and right depen-
dency p?’Q,’ W)

In the case where a is a partial graph morphism from some subgraph @, C @ into @',
the argumentation works analogously.

By Lemma 1 in [BG24b], it immediately follows that Vm & ./\/l : (v) =
(m,00) € C (pQ) Assuming that the Lemma holds for localized RETE net (N2 Q)P

Q
localize¥ (Q',¢'), by the definition of RPS/® it must also hold that V(m, o) € C(pg) m' €

MG im=m'oanm' = ¢ = (m',00) € C(pl, w) and V(' ¢f) € Cply yy) i =0,
From the semantics of the markmg—sensfcwe semi-join then follows the satisfaction of the
Lemma.

For a nested condition of the form ¢ = —¢’, N® consists of the localized RETE net for
the plain pattern @, (Ng,pg) = localize(Q), the localized RETE net (]\f(‘lz2 ¢')’p?Q w/)) =
localize¥ (Q, 1)), a request projection structure RPSP® = RPS(pQ, (Q w,)), and a marking-
sensitive anti-join node p® = [>]® with left dependency pg and right dependency pEDQ Wy

By Lemma 1 in [BG24b], it immediately follows that Vm € Mg :m(v) = m/(v) =
(m,00) € C(pg). Assuming that the Lemma holds for localized RETE net (N(% 1/1’)’p?)Q w,)) =
localize¥ (Q, 1), by the definition of RPS{® it must also hold that V(m, oc) € C(p%) cm
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Y = (m,) € C(p? P(g.yny) and V(m, ¢) € C(p® Pg.pn) : m [ 1. From the semantics of the
mark1ng—sens1t1ve anti-join then follows the satisfaction of the Lemma.
For a nested condition of the form v = ¥ A ¥9, N® consists of the localized RETE net

for the plain pattern @, (Ng,pg) = localize(Q), the localized RETE net (N(qz2 ) p‘(I’Q %)) =

localize¥ (Q, 1), a request projection structure RPS$® = RPS™ (pQ, N(le)), a marking-
sensitive semi-join node [x]§ with left dependency pg and right dependency p?’Q, W) the
localized RETE net (N( b)) p(Qw )) = localize” (Q,1s), a request projection structure
RPS$ = RPS>([x]?, (Qw )) and a marking-sensitive semi-join node p® = [x]$ with left
dependency [x]¥ and right dependency pEI’Q ba)"

By Lemma 1 in [BG24b], it immediately follows that Vm € M sm(v) = m'(v) =
(m,00) €C (pg) Assuming that the lemma holds for localized RETE net (N (©r1) p(Q %))

localize¥ (Q, 1), by the definition of RPS® it must also hold that V(m, 00) € C(pQ) m =
1 = (m,00) € C(p( )) and V(my, ¢1) € C(p> P 1/}1)) m1 = 1¢1. Assuming the lemma also
holds for (N, ({’@ b2 p(@ w)) localize¥ (Q,1)7), from the semantics of the marking-sensitive
semi-join and the definition of RPS° it then also follows that V(m, o) € C(pg) :m

Y1 Am = P = (m,00) € C(p‘(I’Q7¢2)) and Y(ma, ¢2) € C(pEPQ,w)) : mg = 9. From the
semantics of the marking-sensitive semi-join then follows the satisfaction of the Lemma. []

Lemma A.7 (Execution of modular extensions of localized RETE nets via order? yields
consistent configurations for the base RETE net). Let H be a graph, H, C H, (Q,v) a graph
query, and (X®,p%) a modular extension of the marking-sensitive RETE net (N®, p®) =
localize¥ (Q,1)). Furthermore, let CE be an arbitrary configuration for (X®,p%). Ezecuting
(X%, p%) via O = order” (N?®) then yields a configuration C* = execute(O,N®, H, H,,CS)
that is consistent for all nodes in N®.

Proof. We show the correctness of the Lemma via structural induction over the nested graph
condition 1.

In the base case, where 1) = true, O is given by O = localize(Q). By Lemma 13 in
[BG24b], it follows directly that the lemma holds.

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d 4 1.

For a nested condition of the form ¢ = 3(a : Q@ — Q',¢'), O is given by O =
order(Ng)otoposortA(RPSfo)oorder‘I’(N%,’w,))o[K](b. By Lemma 13 in [BG24b], it follows
that Cf = ea:ecute(order(Ng),X‘I’, H, H,,Cg) is consistent for all nodes in Ng. Since no
node in Ng depends on a node in RPS/°, C3 = execute(toposort (RPS®), X®, H, H,,C})
must then be consistent for all nodes in Ng URPS;®. By the same argument and the induction
hypothesis, Cg’ = execute(order? (Nfé, TZJ,)),XCI),H, Hp,Cg’) is consistent for all nodes in

NgURPSl UN({E?, W) and C§ = execute([x]®, X?®, H, Hp,Cf) = execute(O, N® H, H,,C¥)

is consistent for all nodes in N®.
By analogous argumentation, the lemma then also holds for a nested condition of the
form v = —)’.
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For a nested condition of the form ¥ = 11 A1)a, O is given by order? (N®) = order(Ng) o
toposort 1 (RPS§®) o orderq’(N%wl)) o [x]¥ o toposort ' (RPSS°) o order‘l’(N(%’w)) o [x]$.
By the same argumentation as for the case where ) = 3(a : Q — Q’,v’), the configuration
CP = execute(O1, N®, H, H,,C®) is consistent for all nodes in Ng URPSTU N(%M) u[x]®,
where O = order(Ng) o toposort ' (RPS{®) o order” (N(%’wl)) o [x]®. By the induction hy-
pothesis and the construction of N, it then holds that Cg’ = execute(Og, N®, H, Hy, C;I’) =
execute(O, N® H, Hy, Cab) is consistent for all nodes in N®, where Oy = toposort ' (RPS5°)o
order‘l'(N(‘IE?7¢2)) o [x]2.

From the correctness of the base case and the induction step follows the correctness of
the lemma. L]

Lemma A.8 (Execution time of semi-join nodes is linear in the number of matches for the
semi-join’s left dependency). Let H be a graph, H, C H, [x]® € VN 4 marking-sensitive
semi-join node with left dependency nfb and right dependency n®, and Cg) a configuration
such that C§ ([x]?) = 0. Ezecuting [x]® via C} = execute([x]|®, N®, H, H,,CY) then takes
O(|CS (nf)]) steps.

Proof. In the case where CZ([x]®) = 0, [x]® can be executed by enumerating all elements
(my, 1) € C§ (n}?), checking whether it holds that 3(m,, ¢,) € C*(n®) : mylg, = my|g,, and
adding them to C¥([x]®) if the condition holds. Assuming efficient indexing structures that
allow lookup and insertion times linear in match size, this takes O(|C§ (n?)|) steps. ]

Lemma A.9 (Execution time of anti-join nodes is linear in the number of matches for the
semi-join’s left dependency). Let H be a graph, H, C H, [>]® e VNt g marking-sensitive
anti-join node with left dependency nl<I> and right dependency n®, and C(‘)I’ a configuration
such that C§ ([>]®) = 0. Ezecuting [>]® via C} = execute([>|®, N®, H, H,,CY) then takes
O(1CE (n))) steps.

Proof. In the case where CZ([>]®) = 0, [>]® can be executed by enumerating all elements
(mu, 1) € C3(nf?), checking whether it holds that #(m,, ¢,) € C*(n?) : my|q, = ms|q,, and
adding them to CZ([>]®) if the condition holds. Assuming efficient indexing structures that
allow lookup and insertion times linear in match size, this takes O(|C§ (n})|) steps. ]

Lemma A.10 (RETE net localization via localize¥ introduces an overhead of at most
factor 10 on the number of computed matches). Let H be an edge-dominated graph, H, C H,
(N,p) a RETE net created via the procedure described in [BG23| for the extended graph
query (Q,v), C a consistent configuration for (N,p) for host graph H, and C* a consistent
configuration for the marking-sensitive RETE net (N®,p®) = localize® (Q, 1)) for host graph
H and relevant subgraph Hy, corresponding to (N, p). It then holds that Zn‘PeVN‘P IC?(n®)| <

10> neyn C(n)]-

Proof. We show the correctness of the theorem via structural induction over the nested
graph condition .

In the base case where ¢ = true, it holds that localize¥ (Q, 1)) = localize(N,p). From
Lemma A.5, it then immediately follows that > & _, ne IC®(n®)] <10- 3, cpn [C(n)].

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d + 1.
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For a nested condition of the form ¢ = 3(a: Q — Q',v'), N consists of the localized
RETE net for Q, (Ng’,pg) = localize(Q), the localized RETE net (NFQ, W),psz, ¢’)) =
localize¥ (Q',v'), a request projection structure RPS® = RPS™ (pg, N%, w,)), and a
marking-sensitive semi-join node p® = [x]®.

By the construction described in [BG23], (IV,p) then consists of a RETE net for the
plain graph query @, (Ng,pq), the RETE net for the extended graph query (Q’, '), (N',p’),
and a semi-join p = [x] with dependencies pg and p'.

By Lemma A.5, we know that 3 N IC®(n®)| < 10 ZnGVNQ\{pQ} IC(n)|+T7-]|C(pg)l,
n*e

since localize(Q) = localize(Ng, pQ)-

In the worst case, the extension points of (N({E?,’ W) p?’Q,7 W)) already contain all possible
single-vertex matches into H even without the additional input via RPSP°. Therefore, by
the induction hypothesis, it must hold that by N IC®(n®)] <103, cynr [C(n)].

n ,

From Lemma 12 in [BG24b], it follows that anevasloo |Cq’(ng)| <3-[C(pg)|-

Finally, from Theorem 4.3 and Lemma 12 in [BG24b], it follows that |C®(p®)| < |C([x])].

Consequently, it must hold that >_ 5 ve IC®(n®)] <103, cpw [C(n)].

For a nested condition of the form ¢ = =/, N® consists of the localized RETE net for
the plain pattern Q, (Ng,pg) = localize(Q), the localized RETE net (N({Z?W),p?@w,))
localize¥ (Q, 1)), a request projection structure RPS/° = RPS(pg, N%W)), and a marking-
sensitive anti-join node p® = [>]?®.

By the construction described in [BG23], (IV,p) then consists of a RETE net for the
plain graph query @, (Ng, pg), the RETE net for the extended graph query (Q,¢’), (N',p’),
and an anti-join p = [>] with dependencies pg and p'.

By analogous argumentation as for the existential case, it must then also hold that
ZnéevN‘b |C¢(n¢)] <10- ZneVN |C(n)].

For a nested condition of the form v = ¥ A ¥a, N® consists of the localized RETE net

for the plain pattern @, (Ng,pg) = localize(Q), the localized RETE net (Nfg2 %)’p?Q ¢1))

localize¥ (Q, 1), a request projection structure RPSS® = RPS™ (pg, N% %)), a marking-

sensitive semi-join node [x]¥, the localized RETE net (N({é w),p?Q wQ)) = localize¥ (Q,v2),

a request projection structure RPSY° = RPSOO([K]?,N(%’ s»))» and a marking-sensitive
semi-join node p® = [x]3.

By the construction described in [BG23], (N, p) then consists of a RETE net for the plain
graph query @, (Ng,pq), the RETE net for the extended graph query (Q, 1), (IN1,p1), the
RETE net for the extended graph query (Q,v2), (N2, p2), a semi-join [x]; with dependencies
pq and pi, and a semi-join p = [x]o with dependencies [x]; and ps.

. . . . (b (b
As in the existential case, it holds that an)eng IC*(n®)] <10 ZneVNQ\{pQ} IC(n)| +
7-1C(pg)|. Furthermore, it must hold that o N IC®(n®)] <103, cym [C(n)] and
n®eV e

> o N o) IC®(n®)| <10, cy~ [C(n)| by the induction hypothesis.
n®eV W1

From Lemma 12 in [BG24b], it follows that anevﬁpsfo |C<1>(ng)| <3-|C(pg)|

We furthermore know by Theorem 4.3 that C®([x]{) can only contain matches for Q
that satisfy ¢1 and C([x];) contains all such matches. From Lemma 12 in [BG24b], it thus
follows that [C®([x]})| < |C([x]1)|. Consequently, it must hold that zngevasgo |C¢’(ng)| <
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3-|C([x]1)|- By Theorem 4.3 and Lemma 12 in [BG24b], it also follows that [C®([x]$)| <
C (o).

We thus know that }° ¢ ne IC®(n®)] <10+ 3, cpw [C(n)].

From the correctness of base case and induction step then follows the correctness of the
lemma. L]

Lemma A.11 (Consistent configurations for modular extensions of RETE nets localized
via localize®® yield all subgraph satisfaction dependent matches for an extended graph
query with marking oo). Let H be a graph, H, C H, (Q,v) an extended graph query,
and C* a consistent configuration for the modular extension (X%, p*t) of (N psat) =
localize**(Q, ). It then holds that Vm € Mg :m 1s subgraph satisfaction dependent =
(m, <) € C®(p*a).

Proof. We show the correctness of the lemma via structural induction over .

In the base case of ¢ = true, the lemma trivially holds, since no match is subgraph
satisfaction dependent in this case.

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d + 1.

For a nested condition of the form 1) = —)’, the correctness of the lemma follows directly
from the induction hypothesis.

For a nested condition of the form i = 11 A 19, the correctness of the lemma follows
directly from the induction hypothesis and the semantics of the marking-sensitive union
node.

For a nested condition of the form ¢ = J(a : Q — Q', '), (N*%, p%) = localize3*(Q, 1))
consists of the localized RETE net for the plain pattern Q, (Ng,pg) = localize(Q), the

localized RETE net for the plain pattern @, (Ng,,pg,) = localize(Q'), the RETE net
(N(ng w,),pfg,’ o) = localize*™(Q’,v'), a marking-sensitive union node [U]® with depen-
dencies pg, and p‘(sgf, ry> & request projection structure RPS>® = RPS>([U]?, Ng’ ), and a
marking-sensitive semi-join node p** = [x|® with left dependency pg and right dependency
u®.
. By Lemma 1 in [BG24b], the induction hypothesis, and the semantics definition of
the marking-sensitive union node, it must then hold that Vm' € Mg :m/(Q') N Hy #
() or m’ is subgraph satisfaction dependent = (m/, o0) € C®([U]®).

From the construction of RPS2° and Lemma 1 in [BG24b], it follows that Vm € M?I :
(3m’ € Mg :m=m'oaA(m'(Q)NH,#0 or m'is subgraph satisfaction dependent)) =
(m, o) € C*(p).

From the semantics of the marking-sensitive semi-join then follows the correctness of
the lemma.

From the satisfaction of the base case and the induction step follows the correctness of
the lemma. ]

Lemma A.12 (Execution of modular extensions of localized RETE nets via orders®
yields consistent configurations for the base RETE net). Let H be a graph, H, C H,
(Q, ) a graph query, and (X5, p5¢*) a modular extension of the marking-sensitive RETE
net (N*¥ psit) = localize®™(Q,v). Furthermore, let C¥ be an arbitrary configuration
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for (X359, p5¢t). Ezecuting (X5, p5¢) via O = order®™(N®%) then yields a configuration
C® = execute(O, N** H, Hp,Cg’) that is consistent for all nodes in N5,

Proof. We show the correctness of the lemma via structural induction over .

In the base case of ¥ = true, the lemma trivially holds.

We now proceed to showing that, under the induction hypothesis that the lemma holds
for a nested graph condition of nesting depth d, the lemma holds for any nested graph
condition of nesting depth d 4 1.

For a nested condition of the form 1) = —)’, the correctness of the lemma follows directly
from the induction hypothesis.

For a nested condition of the form ¥ = 11 A 19, the correctness of the lemma follows
directly from the induction hypothesis.

For a nested condition of the form ¢ = J(a : @ — Q',¢’), the marking-sensitive

RETE net (N%%, p) = localize**(Q,1)) consists of (Ng,pg) = localize(Q), (Ng,,pg,) =

localize(Q'), (N(sgf’w,),pfg,w/)) = localize®™(Q', '), [U]®, RPS>® = RPS([U]q’,Ng), and
p*® = [x]®. The execution order for (N*® p%) is then given by order*™(N**) =
order(Ng,) o ordersat(Nfgf’w,)) o [U]® o toposort(RPS>)~! o order(Ng) o [x]?.

By Lemma 13 in [BG24b], C¥ = emecute(order(]\/g,), Nt H, H, C}) is consistent for
all nodes in Ng,. CY = execute(orders“t(N(Sg;w,)), Nt H, H,,C¥) is then also consistent for
all nodes in Nfﬁt by the induction hypothesis. By Lemma 13 in [BG24b], C® = execute([U]®o
toposort(RPS°)~! oorder(Ng) o[x]®, N*at H, H,,C$) must then be consistent for all nodes
in N5,

From the satisfaction of the base case and the induction step follows the correctness of
the lemma. []

Lemma A.13 (RETE net localization via localize® introduces an overhead of at most
factor 25 on the number of computed matches). Let H be an edge-dominated graph, H, C
H, (N,p) a RETE net created via the procedure described in [BG23] for the extended
graph query (Q,v), C a consistent configuration for (N,p) for host graph H, and C* a
consistent configuration for the marking-sensitive RETE net (N*%, p*®) = localize**(Q, 1))
for host graph H and relevant subgraph H), corresponding to (N,p). It then holds that

> peatgynsat [CP(n*)] <2537, cpw [C(n)]-

Proof. For nested queries of (Q,) with the form (Q’, true), localize®*® only introduces a
dummy node to N*¥. The result set for any dummy node in N is always empty. Hence,
the result sets of these nodes do not contribute to configuration size. Moreover, localize®
does not introduce any additional nodes for nested queries with the form (Q’, —¢).

For each nested query with the form (Q', 1 A 13), N*@ contains one marking-sensitive
union node [U]®, whereas N contains a RETE subnet (N, pg/) computing matches for @’
as well as two semi-joins. Since the result set for [U]® can only contain at most one tuple
for each match for @’ and the result set for p¢ contains all such matches, it follows that
C*([U")] < [C(pgy)]-

For each nested query with the form (Q’,3(a : Q" — Q",v')), N*® contains the
subnets (Ng,,pg,) = localize(Q') and (Ng,,,pg//) = localize(Q"), a marking-sensitive union
node [U]®, a marking-sensitive semi-join [x]|?®, as well as the request projection structure
RPSP = RPS>([U]?, NS,). N contains a RETE subnet (Ng/,pg/) computing matches for

@’ and a semi-join [x].
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By Lemma A.5 and because the additional dependency on RPS;° does not affect the
worst case of a fully populated RETE net (Ng, pg), it must hold that > N |Cq>(ng,)| <
ng,EV Q'

lO-Zn vV |C(ng)|. Also, by the semantics of the marking-sensitive semi-join and because
Ql

the result set for pg, contains each match for @’ at most once by Lemma 12 in [BG24b], it
must hold that >~ scca ey M| < Zmec@Q,) |m| < ZaneVNQ’ |C(ng)|.

Any nested query with the form (Q',3(a : Q@ — @”,%¢’)) must have some nested
query (Q",3(a : Q" — Q",4¢")) or (Q",true) in order for ¢ by the definition of nested
graph conditions. In either case, N has to contain a corresponding subnet (Ng~,pgr)
computing matches for @Q”. It then holds for this subnet Ng» by Theorem 3.10 that

> NE |C¢(ng,,)] < 10- ZnQuevNQ,, |C(ngr)|. It also must hold that [C®([U]?)] <

ng,,EV Q"

‘C(pQ//)| < ZnQ//EVNQ" |C(7’LQ//)| and an)eVRpgfo |C<D(nq>)| <3 EnQ//EVNQN |C(7’LQ//)|
Since 1) is a tree of subconditions, it follows that each subnet (Ng», pg~) must be counted

again like this for at most one parent query (Q',3(a : Q" — Q”,4')). For any nested query
of the form (@', true), C® stores at most 14 - > ey Vo [C(ngy)| matches. For any nested
Q//

query of the form, (Q’,3(a: Q' — Q",%")), C* stores at most (11+14)-3 vV IC(ng)|
nQ//

matches.
In the worst case, it must thus hold that ) .a,  vsat IC®(n*et)| < 25->° yw |C(n)]. OJ

Lemma A.14 (Execution of modular extensions of localized RETE nets via order® yields
consistent configurations for the base RETE net). Let H be a graph, H, C H, (Q,v) a graph
query, and (XA,p)%) a modular extension of the marking-sensitive RETE net (N, p?) =
localize®(Q, ). Furthermore, let CE be an arbitrary configuration for (X2, p%). Ezecuting
(X2, pR) via O = order™(N?) then yields a configuration C* = execute(O, N®, H, H,,CY)
that is consistent for all nodes in N2.

Proof. Follows directly from Lemma 13 in [BG24b] and Lemmata A.12 and A.7. ]

APPENDIX B. QUERIES

Information regarding the metamodel, that is, the type graph for the synthetic and real
abstract syntax graph scenarios can be found in [BCDM14]. For a visualization of the type
graph for the LDBC scenario, see [AAA124].

cl f1 tal (3 . 2
pkg ownedEleménts bodyDeclarafions type type bodyDeclaratior)s
! :ClassDeclarati :FieldDeclarati TypeAccess :ClassDeclarati -FieldDecl;
ype
4 type ta3 type 3 bogyDeclarations a type ta2
:ClassDeclarati TypeA :FieldDeclarati :ClassDeclarati TypeAccess

FIGURE 24. Simple path query for the synthetic abstract syntax graph
scenario
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) bodyDeclarations
field bodyDeclarations component abstractMethod
:EieldDeclarati Cl larati :MethodDeclaration
type type
11 t
TypeA TypeA redefinedMethodDeclaration

superClass

B bodyDeclarations
p typeArguments 12 wype composite concreteMethod

izedType T :Cl

FiGUrE 25. Composite query for the real abstract syntax graph scenario

o : statemgntd® loop statemania body m

hod ion [<—| :Methad ion [<—| :Black Black :MethodD
etho E’ body

bodyDeclarations bodyDeclarations

o type to  typeArguments| 1 tl type < bodyDeclaratiofs s
«ClL TypeA izedTyne ype | ypeA :FieldDeclarati +ClassD:
type type
t1 12
:TypeAccess :TypeAccess
superClass superClass
ol 02
:ClassDeclaratis :ClassDeclaration

FIGURE 26. Observer query for the real abstract syntax graph scenario

t type
:TypeAccess
type
m2 modifier constructor bodyDeclarations < bodyDeclarations f modifier| m1
:Madifier € larati :ClassDeclarati :FieldDeclarati :Madifier

FI1GurE 27. Singleton query for the real abstract syntax graph scenario
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s2 bodyDeclarations m2
:ClassDecl.
superClass
12
TypeAccess redefinedMethodDeclaration
ype
context i field t method
bodyDeclarations . type type s&l:a.te.g;t bodyDeclarations
:ClassD :FieldD A :ClassD: thod|
typgq
TypeAccess
redefinedMethodDeclaration
superClass
s1 bodyDeclarations m1
:ClassD: hod|
FIGURE 28. Strategy query for the real abstract syntax graph scenario
p1 X k1 p2 p3 k3 P4
nows knows knows knows knows knows
orkAt stydyAt
L6catedin
"4
w s
prkAt sthdyAt
org u
isLgcatedin isLgcatedin
o
:Country

FIGURE 29. Query “Interactive 1” for the LDBC scenario

knows

knows

oppHasCregator

F1cURE 30. Query “Interactive 2” for the LDBC scenario

4:61
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k1 k2
Pl knows, knows, p2 knows knows, pa
:Person ink Person :KnowsLink Person
oppHasCreato, oppHasCreator
m1l m2
Post :Post
isLgcatedin isLocatedIn
ol 02
:Country :Country

FI1GURE 31. Query “Interactive 3” for the LDBC scenario
ol knows | - k = knows | - 2 oppHasCrelt:cir:ﬂ hasTag .‘[;g

FIGURE 32. Query “Interactive 4” for the LDBC scenario

el knows i ; knows p2 knows 2 . knows L oppHasMenpber h ;
oppHpsCreator oppHasMember
m f
:Post :Forum
ppContainer
FIGURE 33. Query “Interactive 5” for the LDBC scenario
L know: a knows, L know: 12 knows

FIGURE 34. Query “Interactive 6” for the LDBC scenario



Vol. 22:1 LOCALIZED RETE FOR INCREMENTAL GRAPH QUERIES WITH NGCS 4:63

pl k p2
knows - knows
:Person :KnowsLink :Person
oppHpsCreator ikes
m L
‘LikesLi
likes

FIGURE 35. Query “Interactive 7”7 for the LDBC scenario

P2 pppHasCreator| < replyOf m  |oppHasCreator| R1

FIGURE 36. Query “Interactive 8” for the LDBC scenario

knows knows knows = knows oppHasCreator

p1 k1 P2 k2 p3
knows, knows knows _ know:
has|nterest oppHpsCreator
t m
Tag hasTag :Post

FicURrE 38. Query “Interactive 10” for the LDBC scenario

knows - knows knows knows workAt - workAt isLocated|n.

F1GURE 39. Query “Interactive 11”7 for the LDBC scenario

:TagCla TagClass

J m t
knows knows oppHasCregtor replyQ hasTa hasTypg| isSubclasgO;
:Person :KnowsLink :Person :Comment :Post Tag ¥

FIGURE 40. Query “Interactive 12” for the LDBC scenario
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el knows k1 knows knows k2 knows L

oppHasCreator

isLocatedin

isLocatedIn

NAC1 NAC2

ol isPartOf isPartOf || @2

E
[E=F
:

FicURE 41. Query “Interactive 3 NGC” for the LDBC scenario. The query
includes a nested graph condition of the form —=3(a; : Q@ — @}, true)A—3I(az :
Q — Q5, true), with the parts of @} and @Y that are not in the image of a;
respectively ao inside the boxes labeled “NAC1” and “NAC2”

knows

|

knows p2 oppHasCreator

hasTag t

knows

NAC successor, hasTag
—Y
Knows, p3 oppHasCreator

m2
:Person :Post

FI1GURE 42. Query “Interactive 4 NGC” for the LDBC scenario. The query
includes a nested graph condition of the form —3(a : Q — @', true), with
the part of ' that is not in the image of a inside the box labeled “NAC”
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