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Abstract. A many-valued modal logic is introduced that combines the usual Kripke
frame semantics of the modal logic K with connectives interpreted locally at worlds by
lattice and group operations over the real numbers. A labelled tableau system is provided
and a coNEXPTIME upper bound obtained for checking validity in the logic. Focussing
on the modal-multiplicative fragment, the labelled tableau system is then used to establish
completeness for a sequent calculus that admits cut-elimination and an axiom system that
extends the multiplicative fragment of Abelian logic.

1. Introduction

Many-valued modal logics combine the frame semantics of classical modal logics with a
many-valued semantics at each world. As in the classical case, they may be understood as a
compromise between the good computational properties (decidability and lower complexity)
of propositional logics and the expressivity of their first-order counterparts, some of which
are not even recursively axiomatizable. Such logics have been used to model modal notions
such as necessity, belief, and spatio-temporal relations in the presence of multiple degrees of
truth, certainty, and possibility, and span fuzzy belief [19, 15], fuzzy similarity measures [16],
many-valued tense logics [20, 11], and spatial reasoning with vague predicates [33]. They
also provide a basis for studying fuzzy description logics, which, analogously to the classical
case, may be understood as many-valued multi-modal logics (see, e.g., [34, 18, 23, 1]).

Uniform approaches to many-valued modal logics defined over algebras with a complete
lattice reduct are described in [5, 32], extending previous work on modal logics based on
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finite Heyting algebras [13, 14]. In an infinite-valued setting, two core families emerge:
“order-based” modal logics, including modal extensions of Gödel logics [7, 28, 8, 6], where
only the order type of the truth values matters, and “continuous” modal logics, such as
those based on  Lukasiewicz logic [17, 5, 21, 25, 26, 3], where propositional connectives are
interpreted by continuous functions over sets of real numbers (see also [24, 23, 27] for related
systems). Such logics are easy to define semantically — just decide on a suitable set of values
and operations — but not so easy to study. For example, an axiomatization for the Gödel
modal logic over many-valued frames is provided in [8], but no axiomatization is yet known
for the Gödel modal logic over standard (Boolean-valued or “crisp”) frames. Moreover,
decidability and complexity problems for these and other order-based modal logics, which
typically lack the finite model property, have been solved only recently (see [6]).

In this paper we focus on continuous modal logics. Axiomatizations for finite-valued
 Lukasiewicz modal logics have been provided in [21], but the axiom system presented for the
infinite-valued  Lukasiewicz modal logic K(Ł) includes a rule with infinitely many premises.
Similarly, only an approximate completeness result (corresponding to including an infinitary
rule) is established for the closely related continuous propositional modal logic considered
in [3]. Studying logics that lack a finitary axiom system, and therefore also a suitable
algebraic semantics, may be difficult, as may be seen by considering classical modal logic
deprived of the theory of Boolean algebras with operators. Note also that, although validity
in finite-valued  Lukasiewicz modal logics is PSPACE-complete [4], only a coNEXPTIME
upper bound is known for the infinite-valued case, as may be deduced from complexity
results for  Lukasiewicz description logics (see [23]).

We address some of these issues here by defining and investigating a many-valued
modal logic K(A) with propositional connectives interpreted as the usual lattice and group
operations over the real numbers. According to this semantics, the logic may be viewed
as a minimal modal extension of Abelian logic, the logic of lattice-ordered abelian groups,
introduced independently by Meyer and Slaney as a relevant logic [31] and Casari as a
comparative logic [9]. Some refinements to the usual definition of many-valued modal logics
(see, e.g., [5]) are needed to deal with the fact that the real numbers do not form a complete
lattice. However, since K(A) enjoys a finite model property, these non-standard features
can be safely ignored for practical purposes. Indeed, the logic K(A) provides a rather simple
formalism for reasoning about state transition systems where linear combinations of real-
valued variables are compared among worlds using modal operators. Since the connectives
are interpreted by common arithmetical operations min, max, +, and −, further connectives
interpreted by combinations of these operations (e.g., for many-valued modal or description
logics that reason about degrees of truth, certainty, and possibility) can also be defined in
this setting. In particular, we show here that the  Lukasiewicz modal logic K(Ł) can be
interpreted in the logic K(A) extended with a constant.

As our first main technical contribution, we present a sound and complete labelled
tableau calculus for K(A) and obtain a coNEXPTIME upper bound for checking va-
lidity in this logic. The calculus is quite closely related to a labelled tableau calculus
for a  Lukasiewicz description logic presented in [23], and indeed provides the same upper
bound for checking validity. However, an important advantage of defining a logic over
lattice-ordered abelian groups is that we are able to explicitly identify and study the modal-
multiplicative fragment, solving problems for this fragment that seem at the moment to
be quite difficult for the full logic. In particular, we show that the modal-multiplicative
fragment of K(A) has an EXPTIME upper bound for checking validity and provide a
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sequent calculus for the fragment that admits cut-elimination. More significantly, we use
the labelled tableau calculus to establish the completeness of an axiom system extending
the multiplicative fragment of Abelian logic that, unlike other known axiomatizations for
continuous modal logics, contains only finitary rules.

2. A Modal Extension of Abelian Logic

In this section we define the real-valued modal logic K(A) semantically as a minimal modal
extension of Abelian logic A, the logic of lattice-ordered abelian groups. We then show
that validity in this logic remains unchanged when the semantics is restricted to the class
of finite serial models. Finally, we provide a syntactic embedding of the minimal modal
extension K(Ł) of infinite-valued  Lukasiewicz logic into K(A) with an additional constant.

Since we will consider several propositional languages in this paper, let us begin with
some quite general definitions. Given a propositional language L (also known as an algebraic
signature or type) consisting of connectives with fixed arities, let Fm(L) denote the set of
L-formulas ϕ,ψ, χ, . . . , defined inductively in the usual way over a countably infinite set
Var of (propositional) variables p, q, r, . . . . The complexity of ϕ ∈ Fm(L) is the number of
occurrences of connectives in ϕ, and if L contains a unary operation �, then the modal
depth of ϕ is the deepest nesting of the modal connective � in ϕ.

2.1. Abelian Logic. Let us begin with a brief summary of Abelian logic A, introduced
independently by Meyer and Slaney in [31] as a relevant logic, and Casari in [9] as a
comparative logic. In both settings, A was defined via axiom systems that are complete
with respect to validity in the variety of lattice-ordered abelian groups. However, since this
variety is generated by a single algebra defined over the real numbers, we may also use this
algebra to introduce Abelian logic semantically as a many-valued logic.

Consider a language LA with binary connectives ∧, ∨, &, and →, and a constant
0, fixing also ¬ϕ := ϕ → 0. We define Abelian logic A via the logical matrix 〈R,R+

0 〉
consisting of the algebra R = 〈R,min,max,+,−, 0〉 and the set of designated truth values
R
+
0 = {r ∈ R : r ≥ 0}. That is, an A-valuation is a map e : Var → R extended to all

LA-formulas by
e(ϕ ∧ ψ) = min(e(ϕ), e(ψ))

e(ϕ ∨ ψ) = max(e(ϕ), e(ψ))

e(ϕ&ψ) = e(ϕ) + e(ψ)

e(ϕ → ψ) = e(ψ) − e(ϕ)

e(0) = 0,

and ϕ ∈ Fm(LA) is A-valid if e(ϕ) ≥ 0 for each A-valuation e.
As mentioned above, R generates the variety of lattice-ordered abelian groups. But

also, using methods of abstract algebraic logic, it is easily proved that this variety provides
an algebraic semantics for the axiom system HA displayed in Figure 1: an axiomatization
of multiplicative additive intuitionistic linear logic with just one constant 0 extended with
the axiom schema (A) ((ϕ → ψ) → ψ) → ϕ. It follows then that ϕ ∈ Fm(LA) is derivable
in HA if and only if ϕ is A-valid.

The choice of Abelian logic as the basis for the many-valued modal logics studied in this
paper is motivated both by its expressivity and the central role of its semantics in ordinary
mathematics. The connectives of A are interpreted by the basic arithmetical operations
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(B) (ϕ→ ψ) → ((ψ → χ) → (ϕ→ χ))
(C) (ϕ→ (ψ → χ)) → (ψ → (ϕ→ χ))
( I ) ϕ→ ϕ

(A) ((ϕ → ψ) → ψ) → ϕ

(&1) ϕ→ (ψ → (ϕ&ψ))
(&2) (ϕ→ (ψ → χ)) → ((ϕ&ψ) → χ)
(0 1) 0
(0 2) ϕ→ (0 → ϕ)
(∧1) (ϕ ∧ ψ) → ϕ

(∧2) (ϕ ∧ ψ) → ψ

(∧3) ((ϕ → ψ) ∧ (ϕ→ χ)) → (ϕ→ (ψ ∧ χ))
(∨1) ϕ→ (ϕ ∨ ψ)
(∨2) ψ → (ϕ ∨ ψ)
(∨3) ((ϕ → χ) ∧ (ψ → χ)) → ((ϕ ∨ ψ) → χ)

ϕ ϕ→ ψ

ψ
(mp)

ϕ ψ

ϕ ∧ ψ
(adj)

Figure 1: The Axiom System HA

min, max, +, −, and 0, from which connectives for other many-valued logics, interpreted
via combinations of these operations, can be defined. In particular, there exist syntactic
embeddings of infinite-valued  Lukasiewicz logic into A that allow results for the latter to
be transferred to results about the former. The use of basic arithmetical operations on the
real numbers means also that a huge array of results and methods from linear algebra are
available for investigating A and its modal expansions. For example, such methods have
been used to obtain analytic sequent and hypersequent calculi and co-NP completeness
results for Abelian logic and infinite-valued  Lukasiewicz logic in [29] (see also [2, 30]).

2.2. Kripke Semantics. We define a minimal (crisp) modal extension K(A) of Abelian
logic by interpreting formulas locally in the algebra R over standard Kripke frames. That is,
a (crisp) frame is a pair F = 〈W,R〉, where W is a non-empty set of worlds and R ⊆W ×W
is an (crisp) accessibility relation. As usual, we write Rxy or Rxy = 1 to denote 〈x, y〉 ∈ R

and Rxy = 0 to denote 〈x, y〉 6∈ R. For any x ∈ W , we let R[x] = {y ∈ W : Rxy}. Modal
formulas are defined over the language L�

A extending LA with an additional unary “box”
connective �, where the dual “diamond” connective is defined as ♦ϕ := ¬�¬ϕ.

There exists a very general method for defining crisp modal logics over algebras with a
complete lattice reduct (see in particular [5]), where the � and ♦ connectives are interpreted
as infima and suprema of values of formulas at accessible worlds. However, since the real
numbers do not form a complete lattice — they lack a top and bottom element — we make
here a couple of minor adjustments to this method. First, we adopt the useful convention
that

∧

R
∅ =

∨

R
∅ = 0, and second, we restrict valuations of variables in a particular model

to a fixed interval. Both these choices will be justified to some extent by Lemma 2.1 below.
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A K(A)-model M = 〈W,R, V 〉 consists of a frame 〈W,R〉 together with a valuation map
V : Var ×W → [−r, r] for some r ∈ R

+
0 that is extended to V : Fm(L�

A) ×W → R by

V (ϕ ∧ ψ, x) = min(V (ϕ, x), V (ψ, x))

V (ϕ ∨ ψ, x) = max(V (ϕ, x), V (ψ, x))

V (ϕ&ψ, x) = V (ϕ, x) + V (ψ, x)

V (ϕ→ ψ, x) = V (ψ, x) − V (ϕ, x)

V (0, x) = 0

V (�ϕ, x) =
∧

R
{V (ϕ, y) : Rxy}.

By calculation, we obtain also

V (¬ϕ, x) = −V (ϕ, x)

V (♦ϕ, x) =
∨

R
{V (ϕ, y) : Rxy}.

An L�
A-formula ϕ is valid in a K(A)-model M = 〈W,R, V 〉 if V (ϕ, x) ≥ 0 for all x ∈ W . If

ϕ is valid in all K(A)-models, then ϕ is K(A)-valid, written |=K(A) ϕ.
The convention that

∧

R
∅ =

∨

R
∅ = 0 is rather counter-intuitive. This can be avoided,

however, by restricting to serial frames: that is, frames F = 〈W,R〉 such that for all x ∈W ,
there exists y ∈W such that Rxy. With this restriction,

∧

R
∅ and

∨

R
∅ may simply be left

undefined. Similarly, restricting the codomain of a valuation to a bounded subset of R can
be avoided by considering only finite models. Surprisingly perhaps, considering only finite
serial models does not affect the valid formulas of the logic.

Lemma 2.1. |=K(A) ϕ if and only if ϕ is valid in all finite serial K(A)-models.

Proof. The left-to-right direction is immediate. For the opposite direction, we note first
that if ϕ is not valid in a K(A)-model M = 〈W,R, V 〉, then it will not be valid in the serial
K(A)-model M′ = 〈W ∪W ′, R∪R′, V ′〉 where W ′ is a set of new distinct worlds x′ for each
x ∈ W satisfying R[x] = ∅, R′ = {〈x, x′〉, 〈x′, x′〉 : x ∈ W and R[x] = ∅}, and V ′ extends V
with V (p, x′) = 0 for all p ∈ Var and x′ ∈W ′. Clearly, if M is finite, then M′ is also finite.

It now suffices to prove the following: for any K(A)-model M = 〈W,R, V 〉, x ∈ W ,
finite set of formulas S, and ε > 0, there exists a finite K(A)-model M′ = 〈W ′, R′, V ′〉 with
x ∈ W ′ such that |V (ϕ, x) − V ′(ϕ, x)| < ε for all ϕ ∈ S. We proceed by induction on the
sum of the complexities of the formulas in S.

For the base case, S contains only variables and 0, and we let M′ = 〈W ′, R′, V ′〉 with
W ′ = {x}, R′ = ∅, and V ′(p, x) = V (p, x) for each p ∈ Var. For the inductive step, suppose
first that S = S′ ∪ {ψ1 → ψ2}. Then we can apply the induction hypothesis with M,
x ∈ W , S′′ = S′ ∪ {ψ1, ψ2}, and ε

2 > 0 to obtain a finite K(A)-model M′ = 〈W ′, R′, V ′〉
with x ∈ W ′ such that |V (ϕ, x) − V ′(ϕ, x)| < ε

2 for all ϕ ∈ S′′. It suffices then to observe
that |V (ψ1 → ψ2, x) − V ′(ψ1 → ψ2, x)| = |V (ψ2, x) − V (ψ1, x) − V ′(ψ2, x) + V ′(ψ1, x)| ≤
|V (ψ2, x) − V ′(ψ2, x)| + |V (ψ1, x) − V ′(ψ1, x)| < ε

2 + ε
2 = ε. The cases where S contains

ψ1&ψ2, ψ1 ∧ ψ2, or ψ1 ∨ ψ2 are very similar.
Finally, suppose that S consists of variables and boxed formulas �ψ1, . . . ,�ψn (n ≥ 1).

Then for i ∈ {1, . . . , n}, there exists yi ∈W such that Rxyi and |V (�ψi, x)−V (ψi, yi)| <
ε
2 .

We apply the induction hypothesis to each submodel Mi of M generated by yi (i.e., the
restriction of M to the smallest subset of W containing yi and closed under R) with S′ =
(S \ {�ψ1, . . . ,�ψn}) ∪ {ψ1, . . . , ψn}, yi ∈ Wi, and ε

2 > 0 to obtain a finite K(A)-model
M′

i = 〈W ′
i , R

′
i, V

′
i 〉 and yi ∈ W ′

i such that |V (ϕ, yi) − V ′(ϕ, yi)| <
ε
2 for all ϕ ∈ S′. By

renaming worlds, we may assume that these models are disjoint and do not include x. Now
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let M′ = 〈W ′, R′, V ′〉 be the finite K(A)-model with W ′ = {x} ∪W ′
1 ∪ . . . ∪W

′
n such that

for u, v ∈W ′ and p ∈ Var,

R′uv =











R′
iuv if u, v ∈W ′

i

1 if u = x, v ∈ {y1, . . . , yn}

0 otherwise

and V ′(p, u) =

{

V ′
i (p, u) if u ∈W ′

i

V (p, x) if u = x.

Clearly V ′(p, x) = V (p, x) for each variable p ∈ S. Moreover, |V (�ψi, x) − V (ψi, yi)| <
ε
2

and |V (ψi, yj) − V ′(ψi, yj)| <
ε
2 for i, j ∈ {1, . . . , n}, so |V (�ψi, x) − V ′(�ψi, x)| < ε.

As remarked above, the preceding lemma provides some justification both for assuming
in the definition of the semantics of K(A) that

∧

R
∅ =

∨

R
∅ = 0, and for restricting

valuations of variables in a particular K(A)-model to a fixed interval. It shows that for
determining the valid formulas of K(A), we need only consider finite serial K(A)-models.
For such frames we can leave

∧

R
∅ and

∨

R
∅ undefined; we can also make use of a standard

(unrestricted) valuation map V : Var ×W → R, since only finite infima and suprema are
needed for calculating values of formulas. In principle then, we could define the logic K(A)
without extra assumptions by considering only finite serial K(A)-models. We prefer here,
however, to give a more general semantics and to discover this finite model property as a
fact about the logic rather than building it into the definition.

Example 2.2. Any K(A)-model can be viewed as a state transition system, where each
state is labelled with a vector of real numbers that represents the values of the variables in
Var at that state. Such a transition system may be used to represent choices for various
players in a game together with points (or other resources) accumulated by the players
during that game. Consider for example the K(A)-model M = 〈W,R, V 〉 depicted below,

where the vectors
(

p

q

)

represent the values of p and q, respectively, at each state.

(

0
0

)

(

1
0

) (

0
1

)

(

2
0

) (

4
1

) (

1
1

) (

1
3

)

We can use the model M to define various two-player games, where in the first round,
starting at the root, Player P chooses one of several (in this case, two) options, and in the
second round, Player Q also chooses one of several (in this case, also two) options. The
points assigned to Player P and Player Q at each state are the values of p and q, respectively.
Let also call the values of p − q and q − p at a state, the scores for P and Q, respectively.
We assume in all these games that the players have complete knowledge of both M and
their opponent’s goals.

Let us consider some different ways of concluding games based on M. Suppose that in
Game 1 each player’s goal is to maximize her final score. Player P ’s maximal payoff is then
the value at the root of the formula ♦�(q → p), which is 2. If Player P ’s goal in Game 2 is
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to maximize her final number of points, and Player Q aims to minimize this number, then
the required formula is ♦�p, which at the root also takes value 2. Reversing the roles for
Game 3, we obtain the formula �♦q, which takes value 1 at the root. More complicated
goals can also be modelled. For example, if both players aim to maximize the sum of their
scores accumulated during the two rounds, then Player P ’s maximal payoff is the value of
the formula ♦((q → p)&�(q → p)) at the root, namely 3.

Formulas can also be used to express general relationships between games. For example,
the model M shows that

6|=K(A) ♦�(q → p) → (�♦q → ♦�p).

That is, Player P ’s maximal payoff in Game 1 exceeds her maximal payoff in Game 2 minus
her maximal payoff in Game 3. On the other hand, it can be shown (e.g., using one of the
calculi introduced below) that

|=K(A) ♦�(q → p) → (��q → ♦�p).

This means that if the goals of Games 1 and 2 are adopted with respect to an arbitrary
K(A)-model M′ based on a finite rooted tree with branches of length 2, then Player P ’s
maximal payoff in Game 1 for M′ is always less than or equal to her maximal payoff in
Game 2 for M′ minus the minimum number of points for Player Q in all final states of M′.

2.3.  Lukasiewicz Modal Logic. Let us briefly recall the semantics of the  Lukasiewicz
modal logic K(Ł) studied by Hansoul and Teheux in [21]. For convenience, we make use of
a language L�

Ł
with the binary connective ⊃ and unary connectives ∼ and �, where further

connectives are defined as ϕ⊕ψ := ∼ϕ ⊃ ψ, ϕ⊙ψ := ∼(∼ϕ⊕∼ψ), ϕ∨ψ := (ϕ ⊃ ψ) ⊃ ψ,
ϕ ∧ ψ := ∼(∼ϕ ∨ ∼ψ), and ♦ϕ := ∼�∼ϕ.

A K(Ł)-model M = 〈W,R, V 〉 consists of a frame 〈W,R〉 and a valuation map V : Var×
W → [0, 1] that is extended to V : Fm(L�

Ł
) ×W → [0, 1] by

V (∼ϕ, x) = 1 − V (ϕ, x)

V (ϕ ⊃ ψ, x) = min(1, 1 − V (ϕ, x) + V (ψ, x))

V (�ϕ, x) =
∧

[0,1]{V (ϕ, y) : Rxy}.

An L�
Ł

-formula ϕ is valid in a K(Ł)-model M = 〈W,R, V 〉 if V (ϕ, x) = 1 for all x ∈ W . If
ϕ is valid in all K(Ł)-models, then ϕ is K(Ł)-valid, written |=K(Ł) ϕ.

An axiom system for K(Ł) is presented in [21] as an extension of an axiomatization of
infinite-valued  Lukasiewicz logic with the modal axioms and rules

�(ϕ ⊃ ψ) ⊃ (�ϕ ⊃ �ψ)

�(ϕ⊕ ϕ) ⊃ (�ϕ⊕�ϕ)

�(ϕ⊙ ϕ) ⊃ (�ϕ⊙�ϕ)

ϕ

�ϕ

and the following rule with infinitely many premises

ϕ⊕ ϕ ϕ⊕ (ϕ ⊙ ϕ) ϕ⊕ (ϕ⊙ ϕ⊙ ϕ) . . .
ϕ
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It is proved that an L�
Ł

-formula ϕ is derivable in this system if and only if |=K(Ł) ϕ.1

This raises an intriguing question. Is there an elegant axiomatization containing only
finitary rules, obtained perhaps by removing the infinitary rule above? Our first step towards
addressing this issue will be to view  Lukasiewicz modal logic K(Ł) as a fragment of a modest
extension of the Abelian modal logic K(A). Let L�

Ac be the language L�
A extended with an

extra constant c. A K(Ac)-model M = 〈W,R, V, cM〉 consists of a K(A)-model 〈W,R, V 〉
and an element cM ∈ R, where valuations are extended as before, using the additional clause
V (c, x) = cM for each x ∈W .

Let us fix ⊥ := c ∧ ¬c and define the following mapping from Fm(L�
Ł

) to Fm(L�
Ac):

p∗ = (p ∧ 0) ∨ ⊥ for each p ∈ Var

(∼ϕ)∗ = ϕ∗ → ⊥

(ϕ ⊃ ψ)∗ = (ϕ∗ → ψ∗) ∧ 0

(�ϕ)∗ = �ϕ∗.

We show that this mapping preserves validity between K(Ł) and K(Ac) by identifying the
value taken by an L�

Ł
-formula in [0, 1] with the value taken by the corresponding L�

Ac-formula
in the interval [−|c|, 0].

Proposition 2.3. Let ϕ ∈ Fm(L�
Ł

). Then |=K(Ł) ϕ if and only if |=K(Ac) ϕ
∗.

Proof. Suppose first that ϕ is not valid in a K(Ł)-model M = 〈W,R, V 〉. So V (ϕ, x) < 1 for
some x ∈W . We consider the K(Ac)-model M′ = 〈W,R, V ′, cM〉 where V ′(p, x) = V (p, x)−1
for any p ∈ Var and x ∈W , and cM = −1. It suffices to prove that V ′(ψ∗, x) = V (ψ, x) − 1
for any ψ ∈ Fm(L�

Ł
), since then V ′(ϕ∗, x) = V (ϕ, x)−1 < 0 and 6|=K(Ac) ϕ

∗. We proceed by
induction on the complexity of ψ. The base case follows by definition and for the inductive
step for the propositional connectives, we just notice that, using the induction hypothesis,

V ′((ψ1 ⊃ ψ2)∗, x) = V ′((ψ∗
1 → ψ∗

2) ∧ 0, x)

= min(V ′(ψ∗
2 , x) − V ′(ψ∗

1 , x), 0)

= min((V (ψ2, x) − 1) − (V (ψ1, x) − 1), 0)

= min(V (ψ2, x) − V (ψ1, x), 0)

= min(1 − V (ψ1, x) + V (ψ2, x), 1) − 1

= V (ψ1 ⊃ ψ2, x) − 1,

the case where ψ is ∼ψ1 being very similar. For the modal case, we obtain

V ′((�ψ1)∗, x) = V ′(�ψ∗
1 , x)

=
∧

R
{V ′(ψ∗

1 , y) : Rxy}

=
∧

R
{V (ψ1, y) − 1 : Rxy}

=
∧

[0,1]{V (ψ1, y) : Rxy} − 1

= V (�ψ1, x) − 1,

noting that in the case where R[x] = ∅, we obtain
∧

R
{V ′(ψ∗

1 , y) : Rxy} = 0 = 1 − 1 =
∧

[0,1]{V (ψ1, y) : Rxy} − 1 as required.

1In fact, the authors of [21] prove a more general strong completeness result: an L�
Ł -formula ϕ is derivable

from a (possibly infinite) set of L�
Ł -formulas Σ in the system if and only if for every K(Ł)-model 〈W,R,V 〉

and x ∈W , whenever V (ψ, x) = 1 for all ψ ∈ Σ, also V (ϕ, x) = 1. Note that an infinitary rule is needed to
obtain a strong completeness theorem even for propositional  Lukasiewicz logic and Abelian logic. However,
in this paper we establish only (weak) completeness results.
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Suppose now conversely that ϕ∗ is not valid in a K(Ac)-model M = 〈W,R, V, cM〉. That
is, V (ϕ∗, x) < 0 for some x ∈W . Observe first that if cM = 0, then, by a simple induction on
the complexity of ϕ, we obtain V (ϕ∗, x) = 0 for all x ∈W , a contradiction. Hence cM 6= 0.
Moreover, by scaling (dividing V (p, x) by cM for each p ∈ Var and x ∈W ), we may assume
that V (⊥, x) = −1 for all x ∈ W . We consider the K(Ł)-model M′ = 〈W,R, V ′〉 where
V ′(p, x) = max(min(V (p, x)+1, 1), 0). It then suffices to prove that V ′(ψ, x) = V (ψ∗, x)+1
for any ψ ∈ Fm(L�

Ł
), proceeding by induction on the complexity of ψ.

Note that the addition of a constant c to K(A) does not affect the fact that validity in
the logic is equivalent to validity in finite models. It does, however, introduce a difference
between the logic K(Ac) and the same logic restricted to serial models. Clearly, the formula
c→ �c is valid in all serial models, but not in all models.

3. A Labelled Tableau Calculus

In this section we introduce a labelled tableau calculus for checking K(A)-validity that is
based very closely on the Kripke semantics described above. We use the calculus here to
show that the problem of checking K(A)-validity is in the complexity class coNEXPTIME.
In Section 4, we will also use (a fragment of) the calculus to establish the completeness of an
axiom system and a sequent calculus admitting cut-elimination for the modal-multiplicative
fragment of K(A).

3.1. The Calculus. Our labelled tableau calculus LK(A) proves that an L�
A-formula ϕ is

valid by showing that the assumption that ϕ takes a value less than 0 in some world w1

leads to a contradiction. Informally, we build a tableau for ϕ as follows. First we decompose
the propositional structure of ϕ to obtain inequations between sums of formulas labelled
with the world w1. We then use box formulas occurring on the right of these inequations
to generate new worlds accessible to w1 and further inequations between sums of formulas
labelled with w1 and these accessible worlds. Box formulas on the left are decomposed by
considering accessible worlds to w1 and generating new inequations for those worlds. The
process is then repeated with the new inequations and worlds appearing on the tableau.
The formula ϕ will be valid if the generated set of inequations (suitably interpreted) on
each branch of the tableau is unsatisfiable over the real numbers.

By a labelled formula we mean an ordered pair consisting of an L�
A-formula ϕ and a

natural number k, written (ϕ)k. Given a multiset of L�
A-formulas Γ = [ϕ1, . . . , ϕn] (denoting

the empty multiset by []) and k1, . . . , kn ∈ N, we let (Γ)k denote the multiset of labelled
formulas [(ϕ1)k1 , . . . , (ϕn)kn ].

Tableaux are constructed from (tableau) nodes of two types:

(1) labelled inequations of the form (Γ)k ⊲ (∆)l where ⊲ ∈ {>,≥} and (Γ)k, (∆)l are finite
multisets of labelled formulas;

(2) relations of the form rij where i, j ∈ N.

An LK(A)-tableau is a finite tree of nodes generated according to the inference rules of the
system presented in Figure 2. That is, if nodes above the line in an instance of a rule
occur on the same branch B, then B can be extended with the nodes below the line. For
convenience, we often write branches as (numbered) lists, noting for future reference that
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(Γ)k, (0)i ⊲ (∆)l

(Γ)k ⊲ (∆)l
(0 ⊲)

(Γ)k ⊲ (0)i, (∆)l

(Γ)k ⊲ (∆)l
(⊲ 0)

(Γ)k, (ϕ&ψ)i ⊲ (∆)l

(Γ)k, (ϕ)i, (ψ)i ⊲ (∆)l
(& ⊲)

(Γ)k ⊲ (ϕ&ψ)i, (∆)l

(Γ)k ⊲ (ϕ)i, (ψ)i, (∆)l
(⊲&)

(Γ)k, (ϕ → ψ)i ⊲ (∆)l

(Γ)k, (ψ)i ⊲ (ϕ)i, (∆)l
(→ ⊲)

(Γ)k ⊲ (ϕ→ ψ)i, (∆)l

(Γ)k, (ϕ)i ⊲ (ψ)i, (∆)l
(⊲→)

(Γ)k, (ϕ ∧ ψ)i ⊲ (∆)l

(Γ)k, (ϕ)i ⊲ (∆)l

(Γ)k, (ψ)i ⊲ (∆)l

(∧ ⊲) (Γ)k ⊲ (ϕ ∧ ψ)i, (∆)l

(Γ)k ⊲ (ϕ)i, (∆)l (Γ)k ⊲ (ψ)i, (∆)l
(⊲∧)

(Γ)k, (ϕ ∨ ψ)i ⊲ (∆)l

(Γ)k, (ϕ)i ⊲ (∆)l (Γ)k, (ψ)i ⊲ (∆)l
(∨ ⊲)

(Γ)k ⊲ (ϕ ∨ ψ)i, (∆)l

(Γ)k ⊲ (ϕ)i, (∆)l

(Γ)k ⊲ (ψ)i, (∆)l

(⊲∨)

rij

(Γ)k, (�ϕ)i ⊲ (∆)l

(ϕ)j ≥ (�ϕ)i
(� ⊲)

(Γ)k ⊲ (�ϕ)i, (∆)l

(�ϕ)i ≥ (ϕ)j

rij

(⊲�)

j ∈ N new

rik
rkj

(ex)
j ∈ N new

Figure 2: The labelled tableau calculus LK(A)

tableaux for formulas in the modal-multiplicative fragment (i.e., not containing ∧ or ∨)
consist of just one branch.

Observe that the rules for 0, &, →, ∧, and ∨ decompose formulas on the left and right
of inequations, using the same label for added subformulas, while the rules for � introduce
inequations between a boxed formula �ϕ labelled with i, and ϕ labelled with a different
j. Let us note also that the premises (Γ)k, (�ϕ)i ⊲ (∆)l and (Γ)k ⊲ (�ϕ)i, (∆)l of (� ⊲)
and (⊲�), respectively, are not, strictly speaking, necessary for either the soundness or the
completeness of the calculus. However, they restrict the decomposition of boxed formulas
to those occurring as subformulas of the initial formula, thereby ensuring a subformula
property for the calculus.

Let LVar be the set of all formulas of the form (p)i and (�ϕ)i for p ∈ Var, ϕ ∈ Fm(L�
A),

and i ∈ N, considered as a set of variables. Given an LK(A)-tableau T and a branch B of
T , the system of inequations S associated to B consists of all labelled inequations occurring
on B that contain only formulas from LVar. Each labelled inequation in S is interpreted
here as an inequation between formal sums (where addition is over the multisets occurring
in the labelled inequation and the empty multiset is 0) of variables from LVar. We call the
branch B open if the set of inequations S associated to B is consistent over R, and closed
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otherwise. The tableau T is called closed if all of its branches are closed, and open if it has
at least one open branch.

A tableau for an L�
A-formula ϕ is an LK(A)-tableau with root node [] > [(ϕ)1] and

covering node r12. We say that ϕ is LK(A)-derivable, written ⊢LK(A) ϕ, if there exists a
closed tableau for ϕ.

Example 3.1. The seriality axiom �p→ ♦p is LK(A)-derivable using the tableau

1 : [] > (�p→ (�(p → 0) → 0))1

2 : r12
3 : (�p)1 > (�(p → 0) → 0)1

4 : (�p)1, (�(p → 0))1 > (0)1

5 : (�p)1, (�(p → 0))1 > []
6 : (p)2 ≥ (�p)1

7 : (p → 0)2 ≥ (�(p → 0))1

8 : (0)2 ≥ (p)2, (�(p → 0))1

9 : [] ≥ (p)2, (�(p → 0))1

which generates a (single) inconsistent system of inequations over R

{x + y > 0, z ≥ x, 0 ≥ z + y}

where x, y, and z stand for (�p)1, (�(p → 0))1, and (p)2, respectively.

The calculus LK(A) can also be used to prove that an L�
A-formula is not K(A)-valid;

indeed a concrete counter-model for such a formula can be constructed from an open branch
of a tableau where, taking care to avoid loops, the rules have been applied exhaustively.

Example 3.2. Consider a tableau for the formula �(p ∨ q) → (�p ∨�q) that begins with

1 : [] > (�(p ∨ q) → (�p ∨�q))1

2 : r12
3 : (�(p ∨ q))1 > (�p ∨�q)1

4 : (�(p ∨ q))1 > (�p)1

5 : (�(p ∨ q))1 > (�q)1

6 : (�p)1 ≥ (p)3

7 : r13
8 : (�q)1 ≥ (q)4

9 : r14
10 : (p ∨ q)2 ≥ (�(p ∨ q))1

11 : (p ∨ q)3 ≥ (�(p ∨ q))1

12 : (p ∨ q)4 ≥ (�(p ∨ q))1

then continues by splitting into two subtrees, namely

(p)2 ≥ (�(p ∨ q))1

(p)3 ≥ (�(p ∨ q))1

(p)4 ≥ (�(p ∨ q))1 (q)4 ≥ (�(p ∨ q))1
(q)3 ≥ (�(p ∨ q))1

(p)4 ≥ (�(p ∨ q))1 (q)4 ≥ (�(p ∨ q))1

and a second that is exactly the same except that the root is (q)2 ≥ (�(p ∨ q))1.
Observe now that the systems of inequations for the two leftmost branches of the subtree

above are both inconsistent, since, combining inequations, we obtain

(p)3 ≥ (�(p ∨ q))1 > (�p)1 ≥ (p)3.
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Similarly, the system of inequations for the rightmost branch is inconsistent, since we obtain

(q)4 ≥ (�(p ∨ q))1 > (�q)1 ≥ (q)4.

The system of inequations for the remaining branch is consistent, however. Let us denote
each (p)i and (q)i by xi and yi, respectively, for i = 2, 3, 4, (�p)1 and (�q)1 by x′1 and y′1,
respectively, and (�(p ∨ q))1 by z. Then for this branch, we obtain the set of inequations

{z > x′1, z > y′1, x
′
1 ≥ x3, y

′
1 ≥ y4, x2 ≥ z, y3 ≥ z, x4 ≥ z}

which can be satisfied over R by taking, e.g.,

x2 = 3, x3 = 0, x4 = 3, y3 = 3, y4 = 0, x′1 = 1, y′1 = 1, z = 2.

We obtain a K(A)-model M = 〈W,R, V 〉 by identifying wi in W with each i ∈ N occurring on
the branch and including 〈wi, wj〉 in R whenever rij appears; that is, W = {w1, w2, w3, w4}
and R = {〈w1, w2〉, 〈w1, w3〉, 〈w1, w4〉}. We also use the assignment satisfying the set of
inequations to define (the other values are unimportant)

V (p,w2) = V (p,w4) = V (q, w3) = 3 and V (q, w2) = V (p,w3) = V (q, w4) = 0.

Then V (�(p ∨ q), w1) = 3 and V (�p ∨�q, w1) = 0, so V (�(p ∨ q) → (�p ∨�q), w1) = −3.

3.2. Soundness. Let T be an LK(A)-tableau and let B be a branch of T . We call a serial
K(A)-model M = 〈W,R, V 〉 faithful to B if there is a map f : N → W (said to show that
M is faithful to B) such that if rij occurs on B, then Rf(i)f(j), and for every inequation
(ϕ1)i1 , . . . , (ϕn)in ⊲ (ψ1)j1 , . . . , (ψm)jm occurring on B,

V (ϕ1, f(i1)) + . . .+ V (ϕn, f(in)) ⊲ V (ψ1, f(j1)) + . . .+ V (ψm, f(jm)).

We say that M is faithful to T if M is faithful to a branch B of T . Observe that in this
case, the map defined by e((p)i) = V (p, i) and e((�ϕ)i) = V (�ϕ, i) satisfies the system of
inequations associated to B, and hence T is open.

The following lemma establishes the soundness of the rules of LK(A).

Lemma 3.3. Let M = 〈W,R, V 〉 be a finite serial K(A)-model faithful to a branch B of an
LK(A)-tableau T . If a rule of LK(A) is applied to B, giving a tableau T ′ extending T , then
M is faithful to T ′.

Proof. Let f be a map showing that the finite serial K(A)-model M = 〈W,R, V 〉 is faithful
to the branch B of the tableau T . The cases of (0 ⊲), (⊲ 0), (→ ⊲), (⊲→), (& ⊲), (⊲&),
(⊲∨), and (∧ ⊲) follow easily. For (∨ ⊲), suppose that (Γ)k, (ϕ ∨ ψ)i ⊲ (∆)l appears on B,
and that we obtain an extension T ′ of T by two branches: one branch B′ extending B

with (Γ)k, (ϕ)i ⊲ (∆)l, and another branch B′′ extending B with (Γ)k, (ψ)i ⊲ (∆)l. Let
(Γ)k = [(ϕ1)k1 , . . . , (ϕn)kn ] and (∆)l = [(ψ1)l1 , . . . , (ψm)lm ] and denote V (ϕ1, f(k1)) + . . . +
V (ϕn, f(kn)) by V (Γ, f(k)) and V (ψ1, f(l1)) + . . . + V (ψm, f(lm)) by V (∆, f(l)). Since M

is faithful to B, we have V (Γ, f(k)) + V (ϕ ∨ ψ, f(i)) ⊲ V (∆, f(l)). Hence

V (Γ, f(k)) + max(V (ϕ, f(i)), V (ψ, f(i))) ⊲ V (∆, f(l)).

If max(V (ϕ, f(i)), V (ψ, f(i))) = V (ϕ, f(i)) then M is faithful to the branch B′, otherwise
M is faithful to the branch B′′. Hence M is faithful to T ′. The case of (⊲∧) follows similarly.

For (� ⊲), suppose that (Γ)k, (�ϕ)i ⊲ (∆)l and rij appear on B and we obtain an
extension T ′ of T by a branch B′ which extends B with (ϕ)j ≥ (�ϕ)i. Since M is faithful
to B, we have Rf(i)f(j). But then V (ϕ, f(j)) ≥ V (�ϕ, f(i)), so M is faithful to B′ and T ′.
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For (⊲�) suppose that (Γ)k ⊲ (�ϕ)i, (∆)l appears on B and we obtain an extension T ′

of T by a branch B′ that extends B with rij (j ∈ N new) and (�ϕ)i ≥ (ϕ)j . Since M is
finite and serial, there exists v ∈ W such that Rf(i)v and V (�ϕ, f(i)) = V (ϕ, v). Hence
the map f ′ defined to coincide with f except that f ′(j) = v together with the branch B′

show that M is faithful to T ′.
Finally, for (ex), suppose that rik appears on B and we obtain an extension T ′ of T by

a branch B′ that extends B with rkj (j ∈ N new). Since rik is in B, we have Rf(i)f(k).
Because M is serial, there exists v ∈W such that Rf(k)v. The map f ′ defined to coincide
with f except that f ′(j) = v shows that M is faithful to B′ and, hence, to T ′.

Proposition 3.4. If ⊢LK(A) ϕ, then |=K(A) ϕ.

Proof. Suppose that 6|=K(A) ϕ. By Lemma 2.1, there exist a finite serial K(A)-model M =
〈W,R, V 〉 and w1 ∈ W such that 0 > V (ϕ,w1). Let f : N → W be any function such that
f(1) = w1 and f(2) = w2, where Rw1w2. This function shows that M is faithful to the only
branch of the tableau consisting just of the root [] > [(ϕ)1] and covering node r12. Suppose
that by applying the decomposition rules to this tableau, we obtain a tableau T . Applying
Lemma 3.3 inductively, M is faithful to T by some branch B. But then the system of
inequations associated with B is consistent over R, and T is open. Hence 6⊢LK(A) ϕ.

3.3. Completeness. We establish the completeness of LK(A) by showing that an open
branch of a tableau for a formula where the rules have been applied exhaustively generates
a K(A)-model where the formula is not valid. In order to avoid repetitions occurring when
a rule is applied more than once to a labelled inequation with the same conclusions (or with
a new label in the case of (⊲�)), we distinguish between active and inactive inequations
and use new variables to denote modal formulas that have already been decomposed. To
make this precise, we introduce the notation ⌈�ϕ⌉ to denote a variable corresponding to the
modal L�

A-formula �ϕ, and define Var∗ = Var ∪ {⌈�ϕ⌉ : �ϕ ∈ Fm(L�
A)}. We let Fm(L�

A)∗

denote the set of L�
A-formulas over Var∗, noting that of course Fm(L�

A) ⊆ Fm(L�
A)∗. The

complexity of a labelled inequation (Γ)k ⊲ (∆)l over Fm(L�
A)∗ is defined as the sum of the

complexities of the formula occurrences in Γ and ∆.
We now consider a slight variant LK′(A) of LK(A), replacing the rules for � with the

following rules that decompose several occurrences of a labelled formula simultaneously:

rij1
...

rijs
(Γ1)k1 , n1(�ϕ)i ⊲ (∆1)l1

...
(Γm)km , nm(�ϕ)i ⊲ (∆m)lm

(ϕ)j1 ≥ (⌈�ϕ⌉)i

...
(ϕ)js ≥ (⌈�ϕ⌉)i

(Γ1)
k1 , n1(⌈�ϕ⌉)i ⊲ (∆1)l1

...
(Γm)km , nm(⌈�ϕ⌉)i ⊲ (∆m)lm

(� ⊲′)

(Γ1)
k1 ⊲ n1(�ϕ)i, (∆1)l1

...
(Γm)km ⊲ nm(�ϕ)i, (∆m)lm

(⌈�ϕ⌉)i ≥ (ϕ)j

rij

(Γ1)k1 ⊲ n1(⌈�ϕ⌉)
i, (∆1)l1

...
(Γm)km ⊲ nm(⌈�ϕ⌉)i, (∆m)lm

(⊲�′)

j ∈ N new
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Closed and open LK′(A)-tableaux are defined as for LK(A), except that the system asso-
ciated to a branch of a tableau consists of all inequations on the branch that contain only
variables from {(q)i : q ∈ Var∗, i ∈ N}. We call an LK′(A)-tableau for ϕ ∈ Fm(L�

A) complete
if it is constructed as follows, making use of the notions of active and inactive inequations
of the tableau to control applications of the rules:

(1) Begin the tableau with the active labelled inequation [] > [(ϕ)1] and relation r12.

(2) If all active labelled inequations have complexity 0, then stop.

(3) Apply the rules for 0,&,→,∧,∨ exhaustively to active labelled inequations, changing
the premise to inactive and the conclusions to active after each application.

(4) Fix i such that (�ψ)i occurs in an active labelled inequation, and apply (ex) to every
branch B containing (�χ)i for some �χ in an active inequation to obtain relations rikB
for some new kB ∈ N.

(5) For each (�ψ)i occurring on the right in an active labelled inequation, apply (⊲�′) to
the collection of all active labelled inequations (Γt)

kt⊲nt(�ψ)i, (∆t)
lt (where (�ψ)i does

not occur in (∆t)
lt) on a branch, changing the premise to inactive and the conclusions

to active after each application.

(6) For each (�ψ)i occurring on the left in an active labelled inequation, apply (� ⊲′) to the
collection of all active labelled inequations (Γt)

kt , nt(�ψ)i ⊲ (∆t)
lt (where (�ψ)i does

not occur in (Γt)
kt) and all relations rij1, . . . , rijs on a branch, changing the premises

to inactive and the conclusions to active after each application.

(7) Repeat from (2).

Observe that steps (3), (5), and (6) above decrease the multiset of complexities of
the active labelled inequations, according to the standard multiset well-ordering (see [10]).
Hence the procedure terminates with a complete LK′(A)-tableau T for any ϕ ∈ Fm(L�

A).
Suppose now that we change each (⌈�ψ⌉)i to (�ψ)i in T . Replacing applications of the rules
(� ⊲′) and (⊲�′) with appropriate repeated applications of the rules (� ⊲) and (⊲�), we
obtain an LK(A)-tableau T ′ for ϕ such that each branch of T ′ contains all the inequations
(modulo renaming of variables) occurring on the corresponding branch of T . Hence we
obtain:

Lemma 3.5. If there exists a closed complete LK′(A)-tableau for ϕ ∈ Fm(L�
A), then

⊢LK(A) ϕ.

Let T be an open complete LK′(A)-tableau for ϕ ∈ Fm(L�
A) and let e be a map satisfying

the system of inequations associated to an open branch B of T . We say that M = 〈W,R, V 〉
is the e-induced model of T by B if

• W = {wi : i ∈ N is a label occurring on B};

• Rwiwj if and only if rij occurs on B;

• the valuation map V : Var∗ ×W → [−r, r] is defined by

V (p,wi) =

{

e((p)i) if (p)i occurs on B

0 otherwise

where r = max{|e((p)i)| : (p)i occurs on B}.

Lemma 3.6. Let M = 〈W,R, V 〉 be the e-induced model of an open complete LK′(A)-tableau
T by a branch B. Extend the map e by fixing e((ϕ)i) = V (ϕ,wi) for each ϕ ∈ Fm(L�

A)∗ and
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wi ∈ W , and denote e((ϕ1)k1) + . . . + e((ϕn)kn) by e((Γ)k) for (Γ)k = [(ϕ1)k1 , . . . , (ϕn)kn ].
Then e((Γ)k) ⊲ e((∆)l) for each labelled inequation (Γ)k ⊲ (∆)l that appears on B.

Proof. We prove the claim by induction on the complexity of (Γ)k ⊲ (∆)l. The base case
follows using the definition of M and the fact that e satisfies the system of inequations
associated to B. Moreover, the cases where (Γ)k⊲(∆)l appears as a premise of an application
of a rule for 0, &, or → follow directly using the induction hypothesis.

Suppose that the inequation is (Γ′)k
′
, (ϕ ∨ ψ)i ⊲ (∆)l and (Γ′)k

′
, (ϕ)i ⊲ (∆)l appears on

B. (The case where (Γ′)k
′
, (ψ)i ⊲ (∆)l appears on B is symmetrical.) By the induction

hypothesis, e((Γ′)k
′
)+e((ϕ)i)⊲e((∆)l). Since e((ϕ∨ψ)i) = max(e((ϕ)i), e((ψ)i)) we obtain

the desired inequality. The case when the inequation is (Γ)k⊲(ϕ∧ψ)i, (∆′)l
′
follows similarly.

Suppose that the inequation is (Γ)k ⊲ (ϕ ∨ ψ)i, (∆′)l
′

and (Γ)k ⊲ (ϕ)i, (∆′)l
′

and (Γ)k ⊲

(ψ)i, (∆′)l
′
appear on B. The desired inequality follows by applying the induction hypothesis

to these two inequations and noticing that e((ϕ ∨ ψ)i) = max(e((ϕ)i), e((ψ)i)). The case

when the inequation is (Γ′)k
′
, (ϕ ∧ ψ)i ⊲ (∆)l follows similarly.

Suppose that the inequation is (Γ′)k
′
, n(�ϕ)i ⊲ (∆)l and (Γ′)k

′
, n(⌈�ϕ⌉)i ⊲ (∆)l occurs

on B. Since M is finite and serial, there is a j such that rij occurs on B and V (�ϕ,wi) =
V (ϕ,wj). But then also (ϕ)j ≥ (⌈�ϕ⌉)i occurs on B. By the induction hypothesis twice,

e((Γ′)k
′
)+ne((⌈�ϕ⌉)i)⊲e((∆)l) and e((ϕ)j) ≥ e((⌈�ϕ⌉)i), and the desired inequality follows

since also e((�ϕ)i) = V (�ϕ,wi) = V (ϕ,wj) = e((ϕ)j).

Finally, suppose that the inequation is (Γ)k ⊲ n(�ϕ)i, (∆′)l
′

and (Γ)k ⊲ n(⌈�ϕ⌉)i, (∆′)l
′

and (⌈�ϕ⌉)i ≥ (ϕ)j appear on B together with the relation rij. By the induction hypothesis

twice, e((Γ)k)⊲ne((⌈�ϕ⌉)i)+e((∆′)l
′
) and e((⌈�ϕ⌉)i) ≥ e((ϕ)j), and the desired inequality

follows since also e((ϕ)j) = V (ϕ,wj) ≥ V (�ϕ,wi) = e((�ϕ)i).

Theorem 3.7. The following are equivalent for any ϕ ∈ Fm(L�
A):

(1) There exists a closed complete LK′(A)-tableau for ϕ.
(2) ⊢LK(A) ϕ.
(3) |=K(A) ϕ.

Proof. (1)⇒ (2)⇒ (3) is just the combination of Lemma 3.5 and Proposition 3.4. We prove
(3)⇒ (1) by contraposition. If (1) fails, then there is an open complete LK′(A)-tableau
T beginning with [] > [(ϕ)1], r12. Let e be a map satisfying the system of inequations
associated to a branch B of T and consider the e-induced model M = 〈W,R, V 〉 of T by B.
By Lemma 3.6, we obtain 0 > e((ϕ)1) = V (ϕ,w1). Hence 6|=K(A) ϕ.

Let us remark here that there exist significant similarities between LK(A) and the
tableau calculus given in [23] for the fuzzy description logic “ Lukasiewicz fuzzy ALC”. Both
calculi reduce the validity of a formula to the satisfiability of linear programming problems,
using labels to record values of formulas at different worlds. Superficial differences arise
as a result of the restriction of values for  Lukasiewicz fuzzy ALC to the real unit interval
[0, 1] and the use of several modal operators (corresponding to roles in the description logic).
More significantly, roles in  Lukasiewicz fuzzy ALC are interpreted by fuzzy rather than crisp
relations and appear also in inequations, whereas LK(A) proceeds by directly generating a
crisp frame suitable for constructing a potential countermodel.
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3.4. Complexity. It follows directly from the completeness proof above that checking the
K(A)-validity of an L�

A-formula ϕ is decidable. We simply apply the procedure for building
a complete LK′(A)-tableau for ϕ to generate finitely many linear programming problems
which can then be checked for satisfiability. Considering this procedure in more detail, we
obtain an upper bound for the complexity of checking K(A)-validity.

Theorem 3.8. The problem of checking if ϕ ∈ Fm(L�
A) is K(A)-valid is in coNEXPTIME.

Proof. By Theorem 3.7, we may consider a complete LK′(A)-tableau T for an L�
A-formula

ϕ obtained by following steps (1)-(7) in the procedure above. We may also assume that no
labelled inequation appears twice on the same branch of T . Suppose that ϕ has complexity
n. A new label j is introduced by applying the rule (⊲�′) to a labelled inequation (Γ)k ⊲
(�ψ)i, (∆)l, and by step (4), producing a new labelled inequation (⌈�ψ⌉)i ≥ (ψ)j , where
�ψ is a subformula of ϕ, and ψ has smaller modal depth than �ψ. Note that the number
of subformulas �ψ of ϕ is bounded by n; also the modal depth of ϕ is bounded by n. Hence
the number of labels appearing on a branch of T is at most exponential in n. Observe next
that the complexity of any labelled inequation that occurs in T is bounded by n, and that
there are at most n new variables of the form ⌈�ψ⌉ appearing in T . Hence the number of
different labelled inequations that can appear in T , and so also the length of any branch of
T , is at most exponential in n.

To show that ϕ is not K(A)-valid, we choose a branch B of T non-deterministically,
noting that (binary) branching occurs only when applying the rules ∨ and ∧. By the above
reasoning, the length of B and the complexity of the labelled inequations appearing on B are
at most exponential in n. The result then follows from the fact that the linear programming
problem is in P [22].

It is no surprise that the upper bound provided here for checking K(A)-validity matches
the known upper bound for checking validity in fuzzy description logics based on infinite-
valued  Lukasiewicz logic (see [23]) and indeed also the  Lukasiewicz modal logic described in
Section 2. In all these cases, unpacking the semantics leads to a non-deterministic guessing of
linear programming problems of exponential size in the complexity of the original formula.
Validity in modal or description logics based on finite  Lukasiewicz logics is known to be
PSPACE-complete [4], and the same holds for many-valued modal logics based on Gödel
logics [6]; however, these arguments do not seem to generalize to the current setting.

4. The Modal-Multiplicative Fragment

In this section, we provide an axiom system (without infinitary rules) and analytic sequent
calculus for the modal-multiplicative fragment of K(A), and in doing so, take a first step
towards obtaining such systems for the full logic.

4.1. An Axiom System. For convenience (in particular, to reduce the number of cases in
proofs), we define the modal-multiplicative fragment here over a language L�

Am
consisting

of the binary connective → and unary connective �. To define further connectives, we fix
p0 ∈ Var and let

0 := p0 → p0, ¬ϕ := ϕ→ 0, ϕ&ψ := ¬ϕ→ ψ, and ♦ϕ := ¬�¬ϕ.

We also define 0ϕ := 0 and (n+ 1)ϕ := ϕ&(nϕ) for each n ∈ N.
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(B) (ϕ→ ψ) → ((ψ → χ) → (ϕ→ χ))

(C) (ϕ→ (ψ → χ)) → (ψ → (ϕ→ χ))

(I) ϕ→ ϕ

(A) ((ϕ→ ψ) → ψ) → ϕ

(K) �(ϕ→ ψ) → (�ϕ→ �ψ)

(Dn) �(nϕ) → n�ϕ (n ≥ 2)

ϕ ϕ→ ψ

ψ
(mp)

ϕ

�ϕ
(nec) nϕ

ϕ (conn) (n ≥ 2)

Figure 3: The axiom system K(Am)

Our axiom system K(Am) for the modal-multiplicative fragment of K(A) is presented
in Figure 3. For a formula ϕ ∈ Fm(L�

Am
), we write ⊢K(Am) ϕ if there exists a K(Am)-

derivation of ϕ, defined as usual as a finite sequence of L�
Am

-formulas that ends with ϕ and
is constructed inductively using the axioms and rules of K(Am).

Establishing soundness for this system is straightforward. It is easily checked that the
axioms (B), (C), (I), (A), and (K) are valid in all K(A)-models. For the less standard
axioms (Dn) (n ≥ 2), it suffices to consider a K(A)-model M = 〈W,R, V 〉 and x ∈ W , and
observe that for all ϕ ∈ Fm(L�

Am
),

V (�(nϕ), x) =
∧

R
{V (nϕ, y) : Rxy}

=
∧

R
{nV (ϕ, y) : Rxy}

= n
∧

R
{V (ϕ, y) : Rxy}

= V (n�ϕ, x).

It is clear that (mp) and (nec) preserve validity in K(A)-models. For (conn) (n ≥ 2), we just
note that if V (nϕ, x) ≥ 0 for a K(A)-model M = 〈W,R, V 〉 and x ∈ W , then V (ϕ, x) ≥ 0.
Hence a simple induction on the length of a K(Am)-derivation gives the following result.

Proposition 4.1. Let ϕ ∈ Fm(L�
Am

). If ⊢K(Am) ϕ, then |=K(A) ϕ.

The proof of the converse direction is much harder. Before arriving finally at this result in
Theorem 4.12, we make a detour via a sequent calculus and exploit the completeness result
for our labelled tableau calculus provided by Theorem 3.7.

4.2. A Sequent Calculus. For the purposes of this paper, a sequent is an ordered pair
of finite multisets of L�

Am
-formulas Γ and ∆, written Γ ⇒ ∆. A sequent rule is a set of

instances, each consisting of a finite set of sequents called premises and a sequent called the
conclusion. Such rules are typically written schematically, using ϕ,ψ, χ and Γ,∆,Π,Σ to
denote arbitrary formulas and finite multisets of formulas, respectively. We also often write
Γ,∆ to denote the multiset union Γ⊎∆, nΓ for Γ, . . . ,Γ (n times), and �Γ for [�ϕ : ϕ ∈ Γ].

We make use of a formula translation (assuming ϕ1& . . .&ϕn = 0 for n = 0),

I(ϕ1, . . . , ϕn ⇒ ψ1, . . . , ψm) := (ϕ1& . . .&ϕn) → (ψ1& . . .&ψm),

and say that a sequent Γ ⇒ ∆ is K(A)-valid, written |=K(A) Γ ⇒ ∆, if |=K(A) I(Γ ⇒ ∆).
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∆ ⇒ ∆
(id)

Γ, ϕ⇒ ∆ Π ⇒ ϕ,Σ

Γ,Π ⇒ Σ,∆
(cut)

Γ ⇒ ∆ Π ⇒ Σ
Γ,Π ⇒ Σ,∆

(mix) nΓ ⇒ n∆
Γ ⇒ ∆

(scn) (n ≥ 2)

Γ, ψ ⇒ ϕ,∆

Γ, ϕ→ ψ ⇒ ∆
(→⇒)

Γ, ϕ⇒ ψ,∆

Γ ⇒ ϕ→ ψ,∆
(⇒→)

Γ ⇒ n[ϕ]

�Γ ⇒ n[�ϕ]
(�n)

(n ≥ 0)

Figure 4: The sequent calculus GK(Am)

A sequent calculus GL consists of a set of sequent rules, and a GL-derivation of a sequent
S from a set of sequents Y is a finite tree of sequents with root S such that each node is
either (i) a leaf node and in Y , or (ii) together with its parent nodes forms an instance
of a rule of GL. In this case, we write Y ⊢GL S or just ⊢GL S if Y = ∅. A sequent rule
is GL-derivable if there is a GL-derivation of the conclusion of any instance of the rule
from its premises; GL-admissible if whenever the premises of an instance of the rule are
GL-derivable, the conclusion is GL-derivable; and GL-invertible if whenever the conclusion
of an instance of the rule is GL-derivable, the premises are GL-derivable.

A sequent calculus GK(Am) for the modal-multiplicative fragment of K(A), an extension
of a calculus for the multiplicative fragment of Abelian logic given in [29], is presented in
Figure 4. Although only rules for → and � appear in this system, the following rules for
other connectives are GK(Am)-derivable:

Γ, ϕ, ψ ⇒ ∆

Γ, ϕ&ψ ⇒ ∆
(&⇒)

Γ ⇒ ϕ,ψ,∆

Γ ⇒ ϕ&ψ,∆
(⇒&)

Γ ⇒ ϕ,∆

Γ,¬ϕ⇒ ∆
(¬⇒)

Γ, ϕ⇒ ∆

Γ ⇒ ¬ϕ,∆
(⇒¬)

Γ ⇒ ∆
Γ, 0 ⇒ ∆

(0⇒)
Γ ⇒ ∆

Γ ⇒ 0,∆
(⇒0)

Example 4.2. Below we provide a simple example of a GK(Am)-derivation, making use of
the derived rules for & given above.

ϕ,ϕ⇒ ϕ,ϕ (id)

ϕ&ϕ⇒ ϕ,ϕ
(&⇒)

�(ϕ&ϕ) ⇒ �ϕ,�ϕ
(�2)

�(ϕ&ϕ) ⇒ �ϕ&�ϕ
(⇒&)

⇒ �(ϕ&ϕ) → (�ϕ&�ϕ)
(⇒→)

Sequents of the form ⇒ �(nϕ) → n�ϕ can be proved similarly using the rule (�n).

It is straightforward to establish an equivalence between derivability of a sequent in
GK(Am) and derivability of its formula interpretation in the axiom system K(Am).

Proposition 4.3. ⊢GK(Am) Γ ⇒ ∆ if and only if ⊢K(Am) I(Γ ⇒ ∆).
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Proof. It suffices for the left-to-right direction to show that for any rule of GK(Am) with
premises S1, . . . , Sm and conclusion S, whenever ⊢K(Am) I(Si) for each i ∈ {1, . . . ,m},
also ⊢K(Am) I(S). For example, consider the rule (�n) and assume that ⊢K(A) I(Γ ⇒ n[ϕ]).
Suppose that Γ = [ψ1, . . . , ψm] and let ψ = ψ1& . . .&ψm. We continue the K(Am)-derivation
of I(Γ ⇒ n[ϕ]) = ψ → nϕ to obtain a K(Am)-derivation of �ψ → n�ϕ:

1. ψ → nϕ

2. �(ψ → nϕ) (nec)
3. �(ψ → nϕ) → (�ψ → �nϕ) (K)
4. �ψ → �nϕ (mp) with 2,3
5. �nϕ→ n�ϕ (Dn)
6. (�ψ → �nϕ) → ((�nϕ→ n�ϕ) → (�ψ → n�ϕ)) (B)
7. (�nϕ→ n�ϕ) → (�ψ → n�ϕ) (mp) with 4,6
8. �ψ → n�ϕ (mp) with 5,7.

(�ψ1& . . .&�ψm) → �ψ is derivable using (B), (C), (I), and (K), so, using (B) and (mp),
we obtain a K(Am)-derivation of I(�Γ ⇒ n[�ϕ]) = (�ψ1& . . .&�ψm) → n�ϕ.

For the right-to-left direction, it is easy to show that every axiom of K(Am) is GK(Am)-
derivable; see, e.g., Example 4.2 for GK(Am)-derivations of instances of (Dn). Also, the rules
of K(Am) are GK(Am)-derivable. For example, for (conn), starting with ⇒ nϕ, we apply
(cut) with the GK(Am)-derivable sequent nϕ⇒ n[ϕ] to obtain ⇒ n[ϕ] and then, applying
(scn), also ⇒ ϕ. Hence, if ⊢K(Am) I(Γ ⇒ ∆), then ⊢GK(Am)⇒ I(Γ ⇒ ∆) and, applying
(cut) with the GK(Am)-derivable sequent Γ,I(Γ ⇒ ∆) ⇒ ∆, also ⊢GK(Am) Γ ⇒ ∆.

We now consider a more complicated family of rules, indexed by k ∈ N \{0} and n ∈ N,
that will be very useful in subsequent cut-elimination and completeness proofs:

Γ0 ⇒ Γ1 ⇒ k[ϕ1] . . . Γn ⇒ k[ϕn]

∆,�Γ ⇒ �ϕ1, . . . ,�ϕn,∆
(�k,n)

where kΓ = Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γn.

Critically for our later considerations, (�k,n) is GK(Am)-derivable for all k ∈ N \{0}, n ∈ N

(for k = 1, omitting the application of (sck)):

∆ ⇒ ∆
(id)

Γ0 ⇒
�Γ0 ⇒

(�0)

Γ1 ⇒ k[ϕ1]

�Γ1 ⇒ k[�ϕ1]
(�k)

Γn ⇒ k[ϕn]

�Γn ⇒ k[�ϕn]
(�k)

...

(mix)

�(Γ1 ⊎ . . . ⊎ Γn) ⇒ k[�ϕ1], . . . , k[�ϕn]
(mix)

�(Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γn) ⇒ k[�ϕ1], . . . , k[�ϕn]
(mix)

�Γ ⇒ �ϕ1, . . . ,�ϕn
(sck)

∆,�Γ ⇒ �ϕ1, . . . ,�ϕn,∆
(mix)

We devote the remainder of this subsection to showing that the calculus GK(Am) admits
cut-elimination. That is, we provide an algorithm for constructively eliminating applications
of the rule (cut) from GK(Am)-derivations. Observe first that the “cancellation” rule

Γ, ϕ⇒ ϕ,∆

Γ ⇒ ∆
(can)

is both GK(Am)-derivable and can be used, with (mix), to derive (cut):
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ϕ⇒ ϕ (id)

ϕ→ ϕ⇒ (→⇒)
Γ, ϕ⇒ ϕ,∆

Γ ⇒ ϕ→ ϕ,∆
(⇒→)

Γ ⇒ ∆
(cut)

Γ, ϕ⇒ ∆ Π ⇒ ϕ,Σ

Γ,Π, ϕ ⇒ ϕ,Σ,∆
(mix)

Γ,Π ⇒ Σ,∆
(can)

Hence, to prove cut-elimination, it will be enough to show constructively that (can) is
admissible in GK(Am) without (cut).

We begin by showing that every cut-free GK(Am)-derivation can be transformed into a
derivation in a restricted calculus GK(Am)r consisting only of the rules (id), (→⇒), (⇒→),
and (�k,n) (k ∈ N \{0}, n ∈ N).

Lemma 4.4. The rules (→⇒) and (⇒→) are GK(Am)r-invertible.

Proof. To show that (→⇒) is GK(Am)r-invertible, we prove, more generally, that ⊢GK(Am)r

Γ,m[ϕ→ ψ] ⇒ ∆ implies ⊢GK(Am)r Γ,mψ ⇒ mϕ,∆ for all m ∈ N, proceeding by induction
on the height of a GK(Am)r-derivation of Γ,m[ϕ → ψ] ⇒ ∆. For the base case, ∆ =
Γ ⊎m[ϕ → ψ] and it suffices to observe that ⊢GK(Am)r Γ,mψ ⇒ mϕ,m[ϕ → ψ],Γ. For the
inductive step, we observe that when the last rule applied is (→⇒) or (⇒→), the claim
follows immediately by applying the induction hypothesis and, where necessary, the relevant
rule. If the last rule applied is (�k,n), then m[ϕ → ψ] must occur also on the right of the
sequent and the claim follows by first applying the rule (�k,n) and then (⇒→) m times.
The proof that (⇒→) is GK(Am)r-invertible is very similar.

Lemma 4.5. The rules (mix) and (scn) are GK(Am)r-admissible.

Proof. To show the GK(Am)r-admissibility of (mix), we prove that

⊢GK(Am)r Γ ⇒ ∆ and ⊢GK(Am)r Π ⇒ Σ =⇒ ⊢GK(Am)r rΓ, sΠ ⇒ sΣ, r∆ for all r, s ∈ N,

proceeding by induction on the sum of the heights of GK(Am)r-derivations d1 and d2 of
Γ ⇒ ∆ and Π ⇒ Σ, respectively.

For the base case, if d1 and d2 have height 0, then Γ ⇒ ∆ and Π ⇒ Σ are instances of
(id), i.e., Γ = ∆ and Π = Σ. So rΓ ⊎ sΠ = r∆ ⊎ sΣ and ⊢GK(Am)r rΓ, sΠ ⇒ sΣ, r∆ by (id).
If the last application of a rule in d1 or d2 is (→⇒) or (⇒→), then the result follows easily
by an application of the induction hypothesis and further applications of the rule.

Suppose now that d1 ends with

Γ0 ⇒ Γ1 ⇒ k[ϕ1] . . . Γn ⇒ k[ϕn]

Ω,�Γ′ ⇒ �ϕ1, . . . ,�ϕn,Ω
(�k,n)

where kΓ′ = Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γn.

If d2 has height 0, then Π = Σ. An application of the induction hypothesis to the GK(Am)r-
derivation of the premise Γ0 ⇒ together with a GK(Am)r-derivation of the empty sequent
⇒ of height 0 yields ⊢GK(Am)r rΓ0 ⇒. It follows then that the sequent rΩ, r�Γ′, sΠ ⇒
sΠ, r�ϕ1, . . . , r�ϕn, rΩ is GK(Am)r-derivable using an application of the rule (�k,rn). The
case where d1 has height 0 and d2 ends with (�k,n) is symmetrical.

If d2 ends with

Π0 ⇒ Π1 ⇒ l[ψ1] . . . Πm ⇒ l[ψm]

Θ,�Π′ ⇒ �ψ1, . . . ,�ψm,Θ
(�l,m)

where lΠ′ = Π0 ⊎ Π1 ⊎ . . . ⊎ Πm,

then we obtain the required GK(Am)r-derivation

rlΓ0, skΠ0 ⇒ {lΓi ⇒ kl[ϕi]}i∈{1,...,n} {kΠj ⇒ kl[ψj ]}1≤j≤m

rΩ, sΘ, r�Γ′, s�Π′ ⇒ r�ϕ1, . . . , r�ϕn, s�ψ1, . . . , s�ψm, rΩ, sΘ
(�kl,rn+sm)

where the premises are all GK(Am)r-derivable using the induction hypothesis.
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We establish the GK(Am)r-admissibility of (scn) by proving that

⊢GK(Am)r nΓ ⇒ n∆ =⇒ ⊢GK(Am)r Γ ⇒ ∆,

proceeding by induction on the sum of the complexities of the formulas in Γ,∆. For the
base case, if nΓ = n∆ (in particular if Γ and ∆ contain only variables), then Γ = ∆ and
⊢GK(Am)r Γ ⇒ ∆ by (id). If Γ contains a formula ϕ→ ψ, then by the invertibility of the rule
(→⇒) established in Lemma 4.4, ⊢GK(Am)r n(Γ − [ϕ → ψ]), nψ ⇒ nϕ, n∆. The induction
hypothesis and an application of (→⇒) gives ⊢GK(Am)r Γ ⇒ ∆. The case where ∆ contains
a formula ϕ → ψ is symmetrical. In the final case, the GK(Am)r-derivation of nΓ ⇒ n∆
must end with an application of (�k,nl) where Γ = Π ⊎ [�Σ] and ∆ = Π ⊎ [�ϕ1, . . . ,�ϕl].
Hence ⊢GK(Am)r Γ ⇒ ∆ using (�kn,l) and the GK(Am)r-admissibility of (mix).

We now have all the necessary tools to prove the promised cut-elimination theorem.

Theorem 4.6. GK(Am) admits cut-elimination.

Proof. To establish cut-elimination for GK(Am), it suffices to prove that an uppermost
application of (cut) in a GK(Am)-derivation can be eliminated; that is, we show that cut-
free GK(Am)-derivations of the premises of an instance of (cut) can be transformed into a
cut-free GK(Am)-derivation of the conclusion. Observe first that the rule (�n) is GK(Am)r-
derivable using (�k,n) with k = n, ϕ1 = . . . = ϕn = ϕ, and Γ1 = . . . = Γn = Γ. Hence,
the proof of Lemma 4.5 shows that any cut-free GK(Am)-derivation can be transformed
algorithmically into a GK(Am)r-derivation. We prove (constructively) that

⊢GK(Am)r Γ, ϕ⇒ ϕ,∆ =⇒ ⊢GK(Am)r Γ ⇒ ∆. (⋆)

Suppose then that there are cut-free GK(Am)-derivations of the premises Γ, ϕ ⇒ ∆ and
Π ⇒ ϕ,Σ of an uppermost application of (cut). By (mix), we obtain a cut-free GK(Am)-
derivation of Γ,Π, ϕ ⇒ ϕ,Σ,∆ and hence a GK(Am)r-derivation of this sequent. By (⋆),
we obtain a GK(Am)r-derivation of Γ,Π ⇒ Σ,∆, which also gives the desired cut-free
GK(Am)-derivation.

We prove (⋆) by induction on the lexicographically ordered pair consisting of the modal
depth of ϕ and the sum of the complexities of the formulas in Γ, ϕ⇒ ϕ,∆. If Γ⊎[ϕ] = [ϕ]⊎∆,
then Γ = ∆ and Γ ⇒ ∆ is derivable using (id). If ϕ has the form ψ → χ, then we use
the GK(Am)r-invertibility of (→⇒) and (⇒→) and apply the induction hypothesis twice.
The cases where Γ or ∆ includes a formula ψ → χ are very similar. Lastly, suppose that
Γ, ϕ⇒ ϕ,∆ contains only variables and box formulas. Then there is a GK(Am)-derivation
of the sequent ending with an application of (�k,n). The case where ϕ is a variable is trivial,
so let us just consider the case where ϕ = �χ and the derivation ends with an application
of (�k,n). The case where ϕ occurs in the context appearing on both sides of the conclusion
follows immediately, so suppose that the derivation ends with

Π0, k0[χ] ⇒ Π1, k1[χ] ⇒ k[χ] {Πi, ki[χ] ⇒ k[ψi]}
n
i=2

Σ,�Π,�χ⇒ �χ,�ψ2, . . . ,�ψn,Σ
(�k,n)

where kΠ = Π0 ⊎ Π1 ⊎ . . . ⊎ Πn and k = k0 + k1 + . . .+ kn. By the induction hypothesis,

⊢GK(Am)r Π1 ⇒ (k − k1)[χ].

By Lemma 4.5 (the GK(Am)r-admissibility of (mix)), we have GK(Am)r-derivations of

k0Π1, (k − k1)Π0, (k − k1)k0[χ] ⇒ (k − k1)k0[χ]

kiΠ1, (k − k1)Πi, (k − k1)ki[χ] ⇒ (k − k1)ki[χ], (k − k1)k[ψi] for i ∈ {2, . . . , n}.
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So, by the induction hypothesis, we have GK(Am)r-derivations of

k0Π1, (k − k1)Π0 ⇒

kiΠ1, (k − k1)Πi ⇒ (k − k1)k[ψi] for i ∈ {2, . . . , n}.

Now by an application of (�(k−k1)k,n−1), we have a GK(Am)r-derivation ending with

k0Π1, (k − k1)Π0 ⇒ {kiΠ1, (k − k1)Πi ⇒ (k − k1)k[ψi]}
n
i=2

Σ,�Π ⇒ �ψ2, . . . ,�ψn,Σ

where (k − k1)kΠ = (k0 + k2 + . . .+ kn)(Π0 ⊎ Π1 ⊎ . . . ⊎ Πn).

4.3. Completeness. In this section we establish the completeness of both the axiom system
K(Am) and the sequent calculus GK(Am) for the modal-multiplicative fragment of K(A).
The crucial ingredient of our proof will be the fact that an LK′(A)-tableau for an L�

Am
-

formula always consists of just one branch, and hence a single inconsistent system of linear
inequations can be associated with each valid L�

Am
-formula.

We begin by proving two lemmas for K(A)-valid sequents of a certain form, recalling
that sequents contain only L�

Am
-formulas by definition.

Lemma 4.7. Let Γ,Π ⇒ Σ,∆ be a K(A)-valid sequent such that no variable occurs in both
Γ ⊎ ∆ and Π ⊎ Σ. Then Γ ⇒ ∆ and Π ⇒ Σ are both K(A)-valid.

Proof. Suppose contrapositively that 6|=K(A) Γ ⇒ ∆. Then there exists a K(A)-model
M = 〈W,R, V 〉 and x ∈ W such that V (I(Γ ⇒ ∆), x) < 0. Since Γ ⊎ ∆ and Π ⊎ Σ have
disjoint sets of variables, we may assume without loss of generality that V (p, y) = 0 for all
p ∈ Var occurring in Π ⊎ Σ and y ∈ W . A simple induction yields also that V (ϕ, y) = 0
for all ϕ ∈ Π ⊎ Σ and y ∈ W . But then V (I(Γ,Π ⇒ Σ,∆), x) < 0. So 6|=K(A) Γ,Π ⇒ Σ,∆.
The case where 6|=K(A) Π ⇒ Σ follows by symmetry.

Lemma 4.8. Let �Γ,Π ⇒ Σ,�∆ be a K(A)-valid sequent such that Π and Σ contain only
variables. Then Π = Σ and �Γ ⇒ �∆ is K(A)-valid.

Proof. Suppose that |=K(A) �Γ,Π ⇒ Σ,�∆. It suffices to show that Π = Σ, since then
clearly also |=K(A) �Γ ⇒ �∆. Suppose for a contradiction that Π 6= Σ. Without loss of
generality, some p ∈ Var occurs strictly more times in Π than Σ. Consider a K(A)-model
M = 〈{x}, ∅, V 〉 with one irreflexive world x satisfying V (p, x) = 1 and V (q, x) = 0 for
all q ∈ Var \ {p}. Then V (I(�Γ,Π ⇒ Σ,�∆), x) < 0 and so 6|=K(A) �Γ,Π ⇒ Σ,�∆, a
contradiction.

To deal with K(A)-valid sequents in general, we use the fact that for such a sequent,
there must exist a corresponding closed complete LK′(A)-tableau with one branch and an
associated inconsistent set of inequations. We use this set of inequations to show that the
rule (�k,m) for suitable k,m can be applied backwards to the sequent to obtain K(A)-valid
sequents containing formulas of strictly smaller modal depth. To this end, it will be helpful
to extend some of the notions for the labelled tableau calculus LK′(A) to sequents. We
define a complete LK′(A)-tableau for a sequent Γ ⇒ ∆ to be a tableau beginning with
the active inequation (Γ)1 > (∆)1 and relation r12, constructed according to steps (2)–(7).
Consulting the proof of Theorem 3.7, we obtain the following result.

Corollary 4.9. There exists a closed complete LK′(A)-tableau for a sequent Γ ⇒ ∆ if and
only if Γ ⇒ ∆ is K(A)-valid.
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To argue about the inconsistency of a system of inequations associated to a tableau, we
recall some basic notions from linear programming. Let S be a system of inequations of the
form Ii = (fi(x̄) > gi(x̄)) (i ∈ {1, . . . , n}) and Jj = (hj(x̄) ≥ kj(x̄)) (j ∈ {1, . . . ,m}) where
each fi, gi, hj , kj is a positive linear sum of variables in x̄. Then S is inconsistent over R if
and only if there exists an inequation given by a linear combination of these inequations

LS =
∑n

i=1 λiIi +
∑m

j=1 µjJj

where λ1, . . . , λn ∈ N (not all zero) and µ1, . . . , µm ∈ N such that

λ1f1 + . . .+ λnfn + µ1h1 + . . .+ µmhm = λ1g1 + . . .+ λngn + µ1k1 + . . .+ µmkm.

We say that LS is inconsistent and that each inequation fi(x̄) > gi(x̄) or hj(x̄) ≥ kj(x̄) is
used λi or µj times, respectively, in LS .

Given a labelled inequation I = (Γ1)k1 ⊲ (∆1)l1 , let IE = (Γ2)
k2 ⊲ (∆2)l2 be the inequa-

tion obtained by applying the rules for → in LK′(A) to I exhaustively. By further replacing
each boxed formula �ϕ with ⌈�ϕ⌉, we obtain the reduced form IR of I, saying that I is in
reduced form if I = IR. We now have all the required tools to prove our main lemma.

Lemma 4.10. Let �Γ ⇒ �ψ1, . . . ,�ψm be a K(A)-valid sequent. Then there exist k ∈
N \{0} and multisets of L�

Am
-formulas Γ0,Γ1, . . . ,Γm such that

(i) kΓ = Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γm

(ii) Γ0 ⇒ and Γi ⇒ k[ψi] for i ∈ {1, . . . ,m} are all K(A)-valid.

Proof. Let Γ = [ϕ1, . . . , ϕn]. By assumption, |=K(A) �ϕ1, . . . ,�ϕn ⇒ �ψ1, . . . ,�ψm, and,

by Corollary 4.9, we obtain a complete closed tableau T in LK′(A) that begins with

(�ϕ1)1, . . . , (�ϕn)1 > (�ψ1)1, . . . , (�ψm)1 and r12.

This tableau will contain the inequation

I = (⌈�ϕ1⌉)
1, . . . , (⌈�ϕn⌉)

1 > (⌈�ψ1⌉)
1, . . . , (⌈�ψm⌉)1

and for new labels y1, . . . , ym ∈ N, the inequations

I1 = (⌈�ψ1⌉)
1 ≥ (ψ1)y1 . . . Im = (⌈�ψm⌉)1 ≥ (ψm)ym .

Let us fix y0 = 2. Then T contains for each i ∈ {1, . . . , n} and j ∈ {0, . . . ,m}, an inequation

Ii,j = (ϕi)
yj ≥ (⌈�ϕi⌉)

1.

Consider now the set of inequations associated to T

S = {I} ∪ {IRj : 1 ≤ j ≤ m} ∪ {IRij : 1 ≤ i ≤ n, 0 ≤ j ≤ m} ∪ S′,

noting that the inequations in S′ are obtained by applying rules of LK′(A) to inequations
in {IEj : 1 ≤ j ≤ m} ∪ {IEij : 1 ≤ i ≤ n, 0 ≤ j ≤ m}. Since T is closed, S is inconsistent
over R. Hence there is an inconsistent linear combination LS of the inequations in S. The
following observations can be confirmed by simple inductions on the height of T :

(i) The (reduced form) inequation I is the only strict inequation occurring in S, and
hence must be used k times in LS for some k ∈ N \{0}.

(ii) For each j ∈ {1, . . . ,m}, (⌈�ψj⌉)
1 occurs in S only in I and in the reduced form IRj

of Ij ; hence, by (i), IRj must also be used k times in LS.
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(iii) For each i ∈ {1, . . . , n}, (⌈�ϕi⌉)
1 occurs in S only in I and in the reduced forms IRi,j

of Ii,j for j ∈ {0, . . . ,m}; hence, given that IRi,j is used in the linear combination λi,j
times, we obtain λi,0 + λi,1 + . . .+ λi,m = k; in particular, not all λi,j are zero.

The inconsistent linear combination of the inequations in S is therefore

LS = kI +
∑m

j=1 kI
R
j +

∑n
i=1

∑m
j=0 λi,jI

R
i,j + LS′ .

We define multisets of formulas

Γj = λ1,j[ϕ1], . . . , λn,j [ϕn] for j ∈ {0, . . . ,m}

∆ = k[⌈�ϕ1⌉], . . . , k[⌈�ϕn⌉], k[⌈�ψ1⌉], . . . , k[⌈�ψm⌉].

Note that, as required, kΓ = Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γm. Consider now the inequation

J = kI +
∑m

j=1 kIj +
∑n

i=1

∑m
j=0 λi,jIi,j

= (Γ0)y0 , (Γ1)y1 , . . . , (Γm)ym , (∆)1 > (∆)1, k[(ψ1)y1 ], . . . , k[(ψm)ym ].

Then LS = JR + LS′ and the set of inequations S∗ = {JR} ∪ S′ is inconsistent over R.
Recall that each (reduced form) inequation in S′ is obtained by applying rules of LK′(A)

to the inequations {IEj : 1 ≤ j ≤ m} ∪ {IEij : 1 ≤ i ≤ n, 0 ≤ j ≤ m}. But following the

procedure for building a complete LK′(A)-tableau, the inequations in S′ are obtained by
first applying the rules (� ⊲′) and (⊲�′). Hence these inequations in S′ and JR are also
obtained by first applying the rules (� ⊲′) and (⊲�′) to JE and then continuing as before.

Now for each j ∈ {0, . . . ,m}, let Varj ⊆ Var be a countably infinite set such that
Var0 ∩ Var1 ∩ . . . ∩ Varm = ∅, and let hj : Var → Varj be a bijective map that extends in
the obvious way to all formulas and multisets of formulas. Consider the inequation

J ′ = (h0(Γ0))1, (h1(Γ1))1, . . . , (hm(Γm))1, (∆)1 > (∆)1, k[(h1(ψ1))1], . . . , k[(hm(ψm))1].

An easy induction on the height of a tableau shows that applying the rules of LK′(A) to J ′

and relation r12 also produces a set of inequations that is inconsistent over R. But then by
Corollary 4.9,

|=K(A) h0(Γ0), h1(Γ1), . . . , hm(Γm),∆ ⇒ ∆, k[h1(ψ1)], . . . , k[hm(ψm)].

Applying Lemma 4.7 repeatedly, we obtain

|=K(A) h0(Γ0) ⇒ and |=K(A) hi(Γi) ⇒ k[hi(ψi)] for i ∈ {1, . . . ,m},

and hence, renaming variables,

|=K(A) Γ0 ⇒ and |=K(A) Γi ⇒ k[ψi] for i ∈ {1, . . . ,m}

as required.

Proposition 4.11. Let Γ ⇒ ∆ be a K(A)-valid sequent. Then ⊢GK(Am) Γ ⇒ ∆.

Proof. We prove the claim by induction on the lexicographically ordered pair consisting of
the modal depth of I(Γ ⇒ ∆) and the sum of the complexities of the formulas in Γ ⊎ ∆.

For the base case, suppose that |=K(A) Γ ⇒ ∆ and that both Γ and ∆ contain only
variables. Then, by Lemma 4.8, we obtain Γ = ∆. Hence, by (id), we get ⊢GK(Am) Γ ⇒ ∆.

For the inductive step, suppose first that |=K(A) Γ, ϕ → ψ ⇒ ∆. Then also |=K(A)

Γ, ψ ⇒ ϕ,∆. So by the induction hypothesis, ⊢GK(Am) Γ, ψ ⇒ ϕ,∆. Hence, by (→⇒), we
get ⊢GK(Am) Γ, ϕ→ ψ ⇒ ∆. The case where ϕ→ ψ occurs on the right is very similar.

Now suppose that |=K(A) �Γ,Π ⇒ Σ,�ψ1, . . . ,�ψm where Π and Σ contain only
variables. By Lemma 4.8, we obtain Π = Σ and |=K(A) �Γ ⇒ �ψ1, . . . ,�ψm. By (id),
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we get ⊢GK(Am) Π ⇒ Σ. Moreover, by Lemma 4.10, there exist k ∈ N \{0} and multisets of

L�
Am

-formulas Γ0,Γ1, . . . ,Γm such that

(i) kΓ = Γ0 ⊎ Γ1 ⊎ . . . ⊎ Γm

(ii) |=K(A) Γ0 ⇒ and |=K(A) Γi ⇒ k[ψi] for i ∈ {1, . . . ,m}.

But then by the induction hypothesis also

(iii) ⊢GK(Am) Γ0 ⇒ and ⊢GK(Am) Γi ⇒ k[ψi] for i ∈ {1, . . . ,m}.

Hence, using the GK(Am)-derivable rule (�k,m), we obtain ⊢GK(Am) �Γ ⇒ �ψ1, . . . ,�ψm.
Finally, using (mix), we obtain ⊢GK(Am) �Γ,Π ⇒ Σ,�ψ1, . . . ,�ψm as required.

Our main theorem now follows as a direct combination of Propositions 4.1, 4.3, and 4.11.

Theorem 4.12. The following are equivalent for any ϕ ∈ Fm(L�
Am

):

(1) |=K(A) ϕ.
(2) ⊢K(Am) ϕ.
(3) ⊢GK(Am)⇒ϕ.

Let us remark finally that, since any LK′(A)-tableau for an L�
Am

-formula has just one
branch, we obtain (consulting the proof of Theorem 3.8) a smaller upper bound for the
complexity of checking K(A)-validity in this fragment.

Theorem 4.13. The problem of checking if ϕ ∈ Fm(L�
Am

) is K(A)-valid is in EXPTIME.

5. Concluding Remarks

This paper takes a significant step towards a proof-theoretic account of continuous modal
logics: many-valued modal logics with connectives interpreted locally by continuous func-
tions over sets of real numbers. We have introduced here a minimal modal extension K(A) of
Abelian logic (see [31, 9, 29]), where propositional connectives are interpreted using lattice-
ordered group operations over the real numbers, and shown that the modal  Lukasiewicz
logic K(Ł) studied in [21] is a fragment of this logic with an additional constant. We have
provided a labelled tableau calculus for K(A) and established a coNEXPTIME upper
bound for checking validity. More significantly, for the modal-multiplicative fragment of
K(A), we have obtained both a sequent calculus that admits cut-elimination and an ax-
iomatization without infinitary rules. Notably, this latter result was established using the
completeness of the labelled tableau calculus to derive a corresponding proof in the sequent
calculus. The more standard algebraic approach to proving completeness of many-valued
modal logics, employed, e.g., for finite-valued  Lukasiewicz modal logics in [21], proceeds by
constructing a canonical model as the set of maximal filters of the Lindenbaum-Tarski al-
gebra of the logic. For finite-valued  Lukasiewicz modal logics, completeness is proved using
the fact that the appropriate reduct of this algebra is semi-simple, which is not applicable
in the infinite-valued case or for the modal-multiplicative fragment of K(A).

Clearly, there are many open questions still to be addressed. The most pressing issue
is to find an axiomatization and algebraic semantics for the full logic K(A). We conjecture
that such an axiomatization can be obtained by extending the axiom system HA for Abelian
logic with the axiom schema (K), (Dn) (n ≥ 2) and rules (mp), (nec) from Figure 3, and the
axiom schema (�ϕ∧�ψ) → �(ϕ∧ψ). It can be shown using methods of abstract algebraic
logic that this axiom system is sound and complete with respect to a corresponding variety
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of algebras with a lattice-ordered abelian group reduct; the difficulty of course is to prove
that the axiomatization is complete with respect to the frame semantics of K(A), perhaps
by extending the proof for the modal-multiplicative fragment (using the labelled tableau
calculus and a Gentzen-style calculus), or via an alternative representation of the algebras.
Such a proof would provide the basis for an axiomatization and algebraic semantics for K(Ł),
and, more generally, a starting point for a Jónsson-Tarski-style account of the relationship
between relational and algebraic semantics for these logics. Note that we can already develop
such a relationship for the modal-multiplicative fragment axiomatized in this paper, but the
algebras corresponding to the axiom system K(Am) will not form a variety.

We have focussed in this work only on the minimal modal extension of Abelian logic.
However, adapting the Kripke semantics and labelled tableau calculi to other (e.g., reflexive,
symmetric, transitive) classes of frames is a straightforward exercise. More challenging is
the problem of adapting the completeness proofs for the modal-multiplicative fragment to
suitably extended axiom systems and sequent calculi. For the reflexive case, completeness
proofs, similar to those given here, can be obtained for the extension of the axiom system
K(Am) with the axiom schema �ϕ→ ϕ and the sequent calculus GK(Am) with the rule

Γ, ϕ⇒ ∆

Γ,�ϕ⇒ ∆

However, a general approach for tackling different classes of frames is still lacking.
Finally, it remains to determine whether the upper bounds given here for the complexity

of checking K(A)-validity are optimal. Let us just note that it makes sense to first investigate
the EXPTIME upper bound for the modal-multiplicative fragment, before considering the
coNEXPTIME upper bound for the full logic K(A) and indeed also K(Ł).
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