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Abstract. In this paper, we consider the well-known modal logics $K$, $T$, $K4$, and $S4$, and we study some of their sub-propositional fragments, namely the classical Horn fragment, the Krom fragment, the so-called core fragment, defined as the intersection of the Horn and the Krom fragments, plus their sub-fragments obtained by limiting the use of boxes and diamonds in clauses. We focus, first, on the relative expressive power of such languages: we introduce a suitable measure of expressive power, and we obtain a complex hierarchy that encompasses all fragments of the considered logics. Then, after observing the low expressive power, in particular, of the Horn fragments without diamonds, we study the computational complexity of their satisfiability problem, proving that, in general, it becomes polynomial.

1. Introduction

Modal logic has been applied to computer science in several areas, such as artificial intelligence, distributed systems, and computational linguistics, and modal operators have been interpreted in different ways for different applications. Moreover, modal logic is paradigmatic of the whole variety of description logics [BCM+03], temporal logics [GHR94], spatial logics [APvB07], among others. It is well-known that the basic (normal) modal logic $K$, can be semantically defined as the logic of all directed relations, or syntactically defined via the single axiom $K$: $\Box(p \rightarrow q) \rightarrow (\Box p \rightarrow \Box q)$. Modal logics of particular classes of relations are often referred to as axiomatic extensions of $K$. In this paper we consider, besides $K$, some relevant extensions such as the logic $K4$ of all transitive relations (defined by the axiom 4: $\Box p \rightarrow \Box \Box p$), the logic $T$ of all reflexive relations (defined by the axiom $T$: $\Box p \rightarrow p$), and the logic $S4$ of all reflexive and transitive relations (preorders), defined by the combination of all axioms above. From a purely semantic perspective, these logics (together with $S5$, that is, the logic of all transitive, reflexive and symmetric relations) can be represented in a lattice as in Fig. 1. The satisfiability problem for these modal logics is PSpace-complete for all these logics, except for $S5$, for which it becomes NP-complete [Lad77].

The quest of computationally well-behaved restrictions of logics, and the observation that meaningful statements can be still expressed under sub-propositional restrictions has recently increased the interest in sub-propositional fragments of temporal description
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logics [AKRZ14], temporal logics [AKRZ13], and interval temporal logics [AKRZ15, BMS14]. However, sub-propositional modal logics have received little or no attention, with the exception of [CL94, FP87, Ngu04], which are limited to the Horn fragment. There are two standard ways to weaken the classical propositional language based on the clausal form of formulas: the Horn fragment, that only allows clauses with at most one positive literal [Hor51], and the Krom fragment, that only allows clauses with at most two (positive or negative) literals [Kro70]. The core fragment combines both restrictions. Orthogonally, one can restrict a modal language in clausal form by allowing only diamonds or only boxes in positive literals, obtaining weaker fragments that we call, respectively, the diamond fragment and box fragment. By combining these two levels of restriction, one may obtain several sub-propositional fragments of modal logics, and, by extension, of description, temporal, and spatial logics.

The satisfiability problem for classical propositional Horn logic is P-complete [CN10], while the classical propositional Krom logic satisfiability problem (also known as the 2-SAT problem) is NLOGSPACE-complete [Pap03], and the same holds for the core fragment (this results is an immediate strengthening of the classical NLOGSPACE-hardness of 2-SAT). The satisfiability problem for quantified propositional logic (QBF), which is PSPACE-complete in its general form, becomes P when formulas are restricted to binary (Krom) clauses [APT79]. In [AKRZ13, CL93], the authors study different sub-propositional fragments of Linear Temporal Logic (LTL). By excluding the operators Since and Until from the language, and keeping only the Next/Previous-time operators and the box version of Future and Past, it is possible to prove that the Krom and core fragments are NP-hard, while the Horn fragment is still PSPACE-complete (the same complexity of the full language). Moreover, the complexity of the Horn, Krom, and core fragments without Next/Previous-time operators range from NLOGSPACE (core), to P (Horn), to NP-hard (Krom). Where only a universal (anywhere in time) modality is allowed their complexity is even lower (from NLOGSPACE to P). Temporal extensions of the description logic DL-Lite have been studied under similar sub-propositional restrictions, and similar improvements in the complexity of various problems have been found [AKRZ14]. Sub-propositional fragments of the undecidable interval temporal logic HS [HS91], have also been studied. The Horn, Krom, and core restrictions of HS are still undecidable [BMS14], but weaker restrictions have shown positive results. In particular, the Horn fragment of HS without diamonds becomes P-complete in two interesting cases [AKRZ15, BKMV+17]: first, when it is interpreted over dense linear orders, and, second, when the semantics of its modalities are made reflexive. On the bases
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of these results, sub-propositional interval temporal extensions of description logics have been introduced in [AKRZ15]. Among other clausal forms of (temporal) logics, it is worth mentioning the fragment GR(1) of LTL [BJP+12]. Lastly, the Horn fragments of modal logic K and of several of its axiomatic extensions have been considered in [CL94, FP87, Ngu04]; in particular, it is known that K, T, K4, and S4 are all PSPACE-complete even under the Horn restriction, while S5, which is NP-complete in the full propositional case, becomes P-complete.

In this paper, we consider sub-propositional fragments of the modal logics K, T, K4, and S4, and study their relative expressive power in a systematic way. We consider two different notions of relative expressive power for fragments of modal logic, and we provide several results that give rise to two different hierarchies, leaving only a few open problems. Then, motivated by the observation that the fragment Horn box (and the fragment core box) of the logics we consider are expressively very weak, we launch an investigation about the complexity of their satisfiability problem, and we prove a suitable small-model theorem for such fragments. When paired with the results in [Ngu00, Ngu16], such a small-model result allows us to prove P-completeness of the Horn box fragments of K, T, K4, and S4. Finally, we give a deterministic polynomial time satisfiability-checking algorithm that covers all considered fragments and that it is easy to implement. To the best of our knowledge, this is the first work where sub-Krom and sub-Horn fragments of K have been considered.

Weak logics such as those mentioned in this paper can be applied in practice, but the main motivation to study them is that they are basic modal logics, and many other (practically useful) formalisms are built directly over them. Among these, we may mention epistemic logic, deontic logic, and provability logic [GG13] (the latter, in particular, is a known variant of S4), but, also, the entire range of description logics (starting from ALC, which is syntactic variant of K [vHLP07]). Studying sub-propositional fragments, such as Horn-like fragments of logics is naturally motivated by the fact that Horn-like formulas can be seen as rules, and this is the basis of logic programming. Modal logic programming is a relatively important topic (see, e.g., [BFG+90, DEL92, Ngu03]). While SLD-resolution can be adapted to several modal logics under the Horn restriction [Ngu03], it is natural to imagine that a similar rule can be devised under the Horn box restriction that allow even more efficient deductions — we briefly consider this problem in the last section of this paper. Modal logic programs can be used in modal deductive databases (which consist of facts and positive modal logic rules) [Ngu11], and one may be interested in the fact that certain types of queries belong to a fragment of modal logic with better computational properties.

The paper is organized as follows. After the necessary preliminaries, in Section 2, we study the relative expressive power of the various fragments in Section 3, and the complexity of the satisfiability problem for the Horn box fragments is studied in Section 4, before concluding.

2. Syntax and Semantics

Let us fix a unary modal similarity type with a single modality and a denumerable set P of propositional letters. The associated modal language K contains all and only the formulas generated by the following grammar:

\[ \varphi ::= T \mid p \mid \neg \varphi \mid \varphi \lor \varphi \mid \Diamond \varphi \mid \Box \varphi, \] (2.1)
where \( p \in \mathcal{P} \), \( \lozenge \) is called diamond, and \( \Box \) is called box. The other classical operators, such as \( \rightarrow \) and \( \land \), can be considered as abbreviations. The length of a formula \( \varphi \) is denoted by \(|\varphi|\) and it is defined as the number of symbols in \( \varphi \). By \( \text{md}(\varphi) \), we denote the modal depth of \( \varphi \), that is, the maximum number of nested boxes and diamonds in \( \varphi \). Finally, \( \text{Cl}(\varphi) \) denotes the closure of the formula \( \varphi \), that is, the set of all sub-formulas of \( \varphi \). Notice that both the modal depth and the cardinality of the closure are bounded by \(|\varphi|\).

A Kripke frame is a relational structure \( \mathcal{F} = (W, R) \), where the elements of \( W \neq \emptyset \) are called possible worlds, and \( R \in W \times W \) is the accessibility relation. In the following, for any given accessibility relation \( R \), we denote by \( R^\circ \) its reflexive closure, by \( \overrightarrow{R} \) its transitive closure, and by \( R^* \) its reflexive and transitive closure. A Kripke structure over the frame \( \mathcal{F} \) is a pair \( M = (\mathcal{F}, V) \), where \( V : W \rightarrow 2^\mathcal{P} \) is a valuation function, and we say that \( M \) models \( \varphi \) at the world \( w \), denoted by \( M, w \models \varphi \), if and only if either one of the following holds:

- \( \varphi = \top \);
- \( \varphi = p \), and \( p \in V(w) \);
- \( \varphi = \neg \psi \), and \( M, w \not\models \varphi \);
- \( \varphi = \psi \lor \xi \), and \( M, w \models \psi \) or \( M, w \not\models \xi \);
- \( \varphi = \lozenge \psi \), and there exists \( v \) such that \( wRv \) and \( M, v \models \psi \);
- \( \varphi = \Box \psi \), and for every \( v \) such that \( wRv \), it is the case that \( M, v \models \psi \).

In this case, we say that \( M \) is a model of \( \varphi \), and that \( \varphi \) is satisfiable; in the following, we (improperly) use the terms model and structure as synonyms. We define the size \(|M|\) of the model \( M \) as the cardinality of the set of worlds \( W \).

The modal language can be interpreted in classes of Kripke frames with specific properties. Notable examples are: the class of all reflexive Kripke frames, the class of all transitive Kripke frames, the class of all reflexive and transitive Kripke frames, and the class of all Kripke frames whose relation is an equivalence (that is, it is reflexive, transitive, and symmetric). The corresponding logics are usually called \( \mathbf{T} \), \( \mathbf{K4} \), \( \mathbf{S4} \), and \( \mathbf{S5} \), respectively, and the notion of satisfiability in \( \mathbf{T} \), \( \mathbf{K4} \), \( \mathbf{S4} \), and \( \mathbf{S5} \) is modified accordingly.

Figure 2: Relative expressive power by containment and known complexity results.
In order to define sub-propositional fragments of a modal logic $L$ we start from the clausal form of $L$-formulas, whose building blocks are the positive literals:

$$
\lambda \ ::= \ \top \ | \ p \ | \ \Diamond \lambda \ | \ \Box \lambda ,
$$

and we say that $\varphi$ is in clausal form if it can be generated by the following grammar:

$$
\varphi \ ::= \ \lambda \ | \ \neg \lambda \ | \ \varphi \land \varphi \ | \ \bigwedge_s (\neg \lambda_1 \lor \ldots \lor \neg \lambda_n \lor \lambda_{n+1} \lor \ldots \lor \lambda_{n+m})
$$

where $\bigwedge_s (\neg \lambda_1 \lor \ldots \lor \neg \lambda_n \lor \lambda_{n+1} \lor \ldots \lor \lambda_{n+m})$ is a clause.

In the following, we use $\varphi_1, \varphi_2, \ldots$ to denote clauses, $\lambda_1, \lambda_2, \ldots$ to denote positive literals, and $\varphi, \psi, \xi, \ldots$ to denote formulas. We write clauses in their implicative form $\bigwedge_s (\neg \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda_{n+1} \lor \ldots \lor \lambda_{n+m})$, and use $\bot$ as a shortcut for $\neg \top$. Moreover, since positive and negative literals $\lambda$ and $\neg \lambda$ are equivalent to the clauses $\top \rightarrow \lambda$ and $\lambda \rightarrow \bot$, respectively, from now on we assume that any formula produced by (2.3) is a conjunction of clauses $\varphi_1 \land \varphi_2 \land \ldots \land \varphi_1$, unless specified otherwise. It is known that every modal logic formula can be rewritten in clausal form [Ngu04].

**Theorem 2.1** [Ngu04]. For every modal logic formula $\varphi$ there exists an equisatisfiable conjunction of clauses $\varphi_1 \land \varphi_2 \land \ldots \land \varphi_1$.

Sub-propositional fragments of a modal logic $L$ can be now defined by constraining the cardinality and the structure of clauses: the fragment of $L$ in clausal form where each clause in (2.3) is such that $m \leq 1$ is called Horn fragment, and denoted by $L^{\text{Horn}}$, and when each clause is such that $n + m \leq 2$ it is called Krom fragment, and it is denoted by $L^{\text{Krom}}$; when both restrictions apply we denote the resulting fragment, the core fragment, by $L^{\text{core}}$. It is also interesting to study the fragments that can be obtained from by allowing only the use of $\Box$ or $\Diamond$ in positive literals, that are generically called the box and diamond fragments of modal logic $L$. In this way, we define $L^{\text{Horn,}\Box}$ and $L^{\text{Horn,}\Diamond}$ as, respectively, the box and the diamond fragments of $L^{\text{Horn}}$. By applying the same restrictions to $L^{\text{Krom,}\Box}$ and $L^{\text{Krom,}\Diamond}$ we obtain the pair $L^{\text{Krom,}\Box}$ and $L^{\text{Krom,}\Diamond}$ from the former, and the pair $L^{\text{core,}\Box}$ and $L^{\text{core,}\Diamond}$ from the latter. Obviously, it makes no sense to consider the fragments $L^{\Box}$ and $L^{\Diamond}$, as boxes are diamonds are mutually definable when the full propositional power is allowed.

It should be noted that in the literature there is no unified definition of the different modal or temporal sub-propositional logics. Our definition follows Nguyen [Ngu04], with a notable difference: while the definition of clauses is the same, we choose a more restrictive definition of what is a formula. Hence, a formula of $L^{\text{Horn}}$ by our definition is also a Horn formula by [Ngu04], but not vice versa. However, since every Horn formula by the definition of Nguyen can be transformed into a conjunction of Horn clauses, the two definitions are equivalent. The definitions of [CL94, FP87] are equivalent to that of Nguyen, and hence to our own. Other approaches force clauses to be quantified using a universal modality that asserts the truth of a formula in every world of the model. The universal modality is either assumed in the language [AKRZ13] or it is definable using the other modalities [BKMV*17, BMS14], but the common choice in the literature of modal (non-temporal) logic is simply excluding the universal modality. However, most of our results in expressive power (see the next section) still hold when clauses are universally quantified; the question of whether our complexity results hold as well, on the contrary, is still open.

Among all sub-propositional fragments that emerge from the above discussion, we shall see that one is particularly interesting, that is, $L^{\text{Horn,}\Box}$, which presents the sharpest
improvement in complexity of the satisfiability problem when compared to the original language $L$. It is worth to notice that such fragment is extremely natural: in fact, it naturally corresponds to first order Horn logic. To see this, consider the clause

$$p \rightarrow \Diamond q,$$

which is Horn, but not Horn box. It translates to the first order clause

$$(\forall x)(P(x) \rightarrow \exists y(xRy \land Q(y))),$$

which is not Horn, nor it has a first order Horn equivalent. On the other hand, the clause

$$p \rightarrow 2q,$$

which is Horn box, translates to the first order clause

$$(\forall x)(P(x) \rightarrow \forall y((xRy \rightarrow Q(y))),$$

that is,

$$(\forall x)\forall y((P(x) \land xRy) \rightarrow Q(y)),$$

which is a first order Horn clause.

3. Relative Expressive Power

In this section, we study the relative expressive power of $L \in \{K, T, K_4, S_4\}$ and their fragments. The simplest way to compare the relative expressive power of such fragments is by syntactical containment (see Fig. 2, where $L_{\text{Bool}}$ stands for $L$ to stress that we mean the unconstrained language), but, obviously, we want to describe the relationships among fragments in a more precise way. Given two fragments $L$ and $L'$ (where $\circ, \circ'$ represent generic restrictions among those we have discussed above), interpreted in the same class of relational frames $C$, we say that $L$ and $L'$ are model-preserving equivalent, denoted $L \equiv_p L'$, if there exists an effective translation $(\cdot)'$ from $L'$ to $L$ within the same propositional alphabet such that for every model $M$ in $C$, world $w$ in $M$, and formula $\varphi$ of $L$, we have $M, w \models \varphi$ if and only if $M, w \models \varphi'$, and the other way around. If there exists a translation from $L$ to $L'$, but not the other way around, then we say that $L$ is weakly less expressive than $L'$, and we denote this situation by $L \preceq_w L'$. Moreover, we say that $L$ and $L'$, interpreted in the same class of relational frames $C$, are model-extending equivalent, denoted $L \equiv_e L'$, if there exists an effective translation $(\cdot)'$ that transforms any $L$-formula $\varphi$ written in the alphabet $P$ into a $L'$-formula written in a suitable alphabet $P' \supseteq P$, such that for every model $M$ in $C$ and world $w$ in $M$, we have that $M, w \models \varphi$ if and only if we can extend the valuation $V$ of $M$ from $P$ to $P'$ to obtain an extended model $M'$ such that $M', w \models \varphi'$, and the other way around. In this case, we refer to $M'$ as an extension of $M$. Once again, if there exists such a translation from $L$ to $L'$, but not from $L'$ to $L$, then $L$ is strongly less expressive than $L'$, and we denote this situation by $L \preceq_s L'$.

So, for example, Theorem 2.1 proves that modal logic is model-extending equivalent to its clausal form, but not necessarily model-preserving equivalent. In the same way, it is well-known that, in propositional logic, the conjunctive normal form (CNF) is model-extending equivalent, but not necessarily model-preserving equivalent, to the conjunctive
normal form where every clause has at most three literals (3CNF). Thus, the notion of model-extending equivalence is somehow more natural than the notion of model-preserving equivalence; nevertheless, both contribute to the understanding of the relative expressive power of logics. Notice that if $L^\circ$ and $L^{\circ'}$ are not model-extendig equivalent, then they are not model-preserving equivalent, either, and that, consequently, $L^\circ$ may be weakly less expressive than $L^{\circ'}$ but not strongly less expressive. Thus, $L^\circ \prec^w L^{\circ'}$ is a stronger notion than $L^\circ \prec^s L^{\circ'}$; in the former case, there is no set of propositional letters that we may add to the language to translate formulas of $L^{\circ'}$ into formulas of $L^\circ$, while in the latter case, we know that $L^{\circ'}$-formulas cannot be translated into $L^\circ$-formulas within the same propositional alphabet. Given $L^{\circ}$ and $L^{\circ'}$ such that $L^\circ$ is a syntactical fragment of $L^{\circ'}$, in order to prove that $L^\circ \prec^w L^{\circ'}$ (or that $L^\circ \prec^s L^{\circ'}$) we show a $L^{\circ'}$-formula $\psi$ that cannot be written in the language $L^\circ$ without adding new propositional letters (or by adding finitely many new propositional letters). To this end we proceed by contradiction, assuming that a translation $\varphi \in L^\circ$ does exist, and by building a model for $\psi$ that is not (cannot be extended to) a model of $\varphi$, following three different strategies: we modify the labeling (Theorem 3.2 and Theorem 3.3), we modify the structure (Theorem 3.10 and Theorem 3.11), or we exploit a property of $L^\circ$ that $L^{\circ'}$ does not possess (Theorem 3.2, Theorem 3.6 and Theorem 3.8). All our results, both about the relative expressive power of fragments as well as about the complexity of their satisfiability problem can be immediately extended to the multi-modal version of the languages.

Following [Ngu00], consider any two models $M_1, M_2$ based, respectively, on the sets of worlds $W_1, W_2$, and two worlds $w_1 \in W_1$ and $w_2 \in W_2$. We say that $M_1$ is less than or equal to $M_2$ relatively to $w_1$ and $w_2$ if and only if there exists a relation $S \subseteq W_1 \times W_2$ that respects the following properties: (i) $(w_1, w_2) \in S$; (ii) for every $(u_1, u_2) \in S$, $V_1(u_1) \subseteq V_2(u_2)$; (iii) for every $u_1, v_1 \in W_1$ and $u_2 \in W_2$, if $(u_1, u_2) \in S$ and $u_1 R_1 v_1$ then there exists $v_2 \in W_2$ such that $(v_1, v_2) \in S$ and $u_2 R_2 v_2$; (iv) for every $u_1 \in W_1$, $u_2, v_2 \in W_2$, if $(u_1, u_2) \in S$ and $u_2 R_2 v_2$ then there exists $v_1 \in W_1$ such that $(v_1, v_2) \in S$ and $u_1 R_1 v_1$. We denote this situation by $M_1 \leq_{w_1} M_2$. We say that $M_1$ is less than or equal to $M_2$ ($M_1 \leq M_2$) if and only if there exist $w_1$ and $w_2$ such that $M_1 \leq_{w_1} M_2$.

**Lemma 3.1** [Ngu00]. Let $\varphi$ be a satisfiable formula of $L^{\text{Horn}}$, where $L \in \{T, S4\}$. Then there exists a least model $M^*$ such that:

1. $M^*, w^* \models \varphi$ for some world $w^*$, and
2. for every model $M$ such that $M, w \models \varphi$ for some $w$, it is the case that $M^* \leq_{w^*} M$, that is, for every model $M$ of $\varphi$ it is the case that $M^* \leq M$.

**Theorem 3.2.** For $L \in \{K, T, K4, S4\}$:

1. $L^{\text{Horn}} \prec^s L^{\text{Bool}}$;
2. $L^{\text{core}} \prec^s L^{\text{Krom}}$.

**Proof.** Since $L^{\text{Horn}}$ (resp., $L^{\text{core}}$) is a syntactical fragment of $L^{\text{Bool}}$ (resp., $L^{\text{Krom}}$), it only has to be proved that there exists a formula that belongs to $L^{\text{Bool}}$ (resp., $L^{\text{Krom}}$) and that cannot be translated into $L^{\text{Horn}}$ (resp., $L^{\text{core}}$) over any finite extension of the propositional alphabet. Here, we prove that this is the case for a $L^{\text{Krom}}$-formula (which is a $L^{\text{Bool}}$-formula as well) that cannot be translated into $L^{\text{Horn}}$ (and, therefore, to $L^{\text{core}}$, either). Let $\mathcal{P} = \{p, q\}$, consider the $L^{\text{Krom}}$-formula

$$\psi = p \lor q,$$
and suppose, by contradiction, that there exists a $\mathbf{L}_\text{Horn}$-formula $\varphi$ on some propositional alphabet $\mathcal{P} \supseteq \mathcal{P}$ such that for every model $M$ over the propositional alphabet $\mathcal{P}$, and every world $w$, we have that $M, w \models \psi$ if and only if there exists $M^{P'}$ such that $M^{P'}, w \models \varphi$. Let $M_1, M_2$ be two models such that $W_1 = W_2 = \{w\}$, $V_1(w) = \{p\}$, and $V_2(w) = \{q\}$. When $L \in \{K, K4\}$ then $R_1 = R_2 = \emptyset$, while when $L \in \{T, S4\}$ then $R_1 = R_2 = \{(w, w)\}$.

Clearly, $M_1, w \models \psi$ and $M_2, w \models \psi$. Hence, there must exist two extensions $M_1^{P'}$ and $M_2^{P'}$ such that $M_1^{P'}, w \models \varphi$ and $M_2^{P'}, w \models \varphi$. We now distinguish between two cases.

If $L \in \{K, K4\}$, consider now model $M^{P'}$ obtain by intersecting the valuation of $M_1^{P'}$ and $M_2^{P'}$, i.e., such that $W = W_1 = W_2 = \{w\}$, $R = \emptyset$ and $V(w) = V_1^{P'}(w) \cap V_2^{P'}(w)$. By definition we have that neither $p$ nor $q$ can belong to $V(w)$, and thus that $M, w \not\models p \lor q$.

Since, by hypothesis, $\varphi$ is a translation of $p \lor q$, we have that $M, w \not\models \varphi$ either. Hence, there must exist a clause $\varphi_i = \neg (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda)$ of $\varphi$ such that $M, w \not\models \varphi_i$. This implies that $\nabla = \Box^0$ (otherwise the clause would be trivially satisfied), and thus that $M, w \not\models \lambda_1 \land \ldots \land \lambda_n$ but $M, w \not\models \lambda$. Consider now any positive literal $\lambda_j$ in the body of the clause. Three cases may arise:

- $\lambda_j = r$ for some $r \in \mathcal{P}'$. Since $V(w) = V_1^{P'}(w) \cap V_2^{P'}(w)$ then we have that $r \in V_1^{P'}(w)$ and $r \in V_2^{P'}(w)$, from which we can conclude that $M_1^{P'}, w \models \lambda_j$ and $M_2^{P'}, w \models \lambda_j$;
- $\lambda_j = \Box \lambda'$. Since $w$ has successors neither in $M_1^{P'}$ nor in $M_2^{P'}$, we have that $\lambda_j$ is trivially satisfied in both models;
- $\lambda_j = \Diamond \lambda'$. Since $w$ has no successors in $M$, then $\lambda_j$ cannot be true in $w$, against the hypothesis that $w$ satisfy the body of the clause.

From the above argument we can conclude that $M_1^{P'}, w \models \lambda_1 \land \ldots \land \lambda_n$ and $M_2^{P'}, w \models \lambda_1 \land \ldots \land \lambda_n$, from which we have that $M_1^{P'}, w \models \lambda$ and $M_2^{P'}, w \models \lambda$ (since both $M_1^{P'}$ and $M_2^{P'}$ satisfy $\varphi$ on $w$). Since $\lambda$ cannot be $\bot$, three cases may arise:

- $\lambda = r$ for some $r \in \mathcal{P}'$. Since $V(w) = V_1^{P'}(w) \cap V_2^{P'}(w)$ then we have that $r \in V(w)$, from which we can conclude that $M, w \models \lambda$, against the hypothesis that $M, w \not\models \lambda$;
- $\lambda = \Box \lambda'$. Since $w$ has no successors in $M$, then $\lambda$ is trivially satisfied in $M$, against the hypothesis that $M, w \not\models \lambda$;
- $\lambda = \Diamond \lambda'$. Since $w$ has successors neither in $M_1^{P'}$ nor in $M_2^{P'}$, we have that $\lambda$ is false in both models, against the hypothesis that $M_1^{P'}, w \models \lambda$ and $M_2^{P'}, w \models \lambda$.

In all cases a contradiction is found and therefore, $\varphi$ cannot exist.

Now, if $L \in \{T, S4\}$ we have that, by Lemma 3.1, there exists a least model $M^*$ such that, for some $w^*$, $M^*, w^* \models \varphi$, $M^* \leq_{w^*} M_1$, and $M^* \leq_{w^*} M_2$. By definition, $V^*(w^*) \subseteq V_1(w)$ and $V^*(w^*) \subseteq V_2(w)$; but this implies that neither $p$ nor $q$ can belong to $V^*(w^*)$, and thus that $M^*, w^* \not\models p \lor q$, which is in contradiction with our hypothesis that $\varphi$ is a translation of $\psi$. Therefore, also in this case $\varphi$ cannot exist.

To conclude, we have shown that for $L \in \{K, T, K4, S4\}$, we cannot express $\psi$ in $\mathbf{L}_\text{Horn}$ within any finite extension of the propositional alphabet. $\Box$
Theorem 3.3. For \( L \in \{ K, T, K4, S4\} \):

\begin{enumerate}
  \item \( L^\text{Krom} \prec_w L^\text{Bool} \);
  \item \( L^\text{core} \prec_w L^\text{Horn} \).
\end{enumerate}

Proof. Since \( L^\text{Krom} \) (resp., \( L^\text{core} \)) is a syntactical fragment of \( L^\text{Bool} \) (resp., \( L^\text{Horn} \)), it only has to be proved that there exists a formula that belongs to \( L^\text{Bool} \) (resp., \( L^\text{Horn} \)) and that cannot be translated into \( L^\text{Krom} \) (resp., \( L^\text{core} \)) within the same propositional alphabet. Here, we prove that this is the case for a \( L^\text{Horn} \)-formula (which is a \( L^\text{Bool} \)-formula as well) that cannot be translated into \( L^\text{Krom} \) (and, therefore, to \( L^\text{core} \), either). Now, consider the \( L^\text{Horn} \)-formula

\[ \psi = p \land q \rightarrow r, \]

and suppose, by contradiction, that there exists a \( L^\text{Krom} \)-formula \( \varphi \), written in the propositional alphabet \( \{p, q, r\} \), such that for every model \( M \) and every world \( w \) we have that \( M, w \models \psi \) if and only if \( M, w \nvdash \varphi \). We can assume that \( \varphi = \varphi_1 \land \ldots \land \varphi_i \) is a conjunction of clauses. Let us denote by \( P(\varphi_i) \) the set of propositional letters that occur in \( \varphi_i \). Now, consider a model \( M = \langle F, V \rangle \), where \( F \) is based on a set of worlds \( W \) and it respects the semantical properties of \( L \), and let \( w \in W \) be a world such that \( M, w \not\models \psi \). Such a model must exist since \( \psi \) is not a tautology. By hypothesis, \( M, w \not\models \varphi \), and since \( \varphi \) is a conjunction of Krom clauses, there must exist at least one clause \( \varphi_i = \nabla(\lambda_1 \lor \lambda_2) \) such that \( M, w \not\models \varphi_i \). Hence, there must exist a world \( w' \) such that \( M, w' \not\models (\lambda_1 \lor \lambda_2) \). At this point, three cases may arise (since we are in a fixed propositional alphabet, and we deal with clauses at most binary):

- \( P(\varphi_i) \subseteq \{p, q\} \). In this case, we can build a new model \( M' = \langle F, V' \rangle \) such that:

  \[ V'(p) = V(p), \quad V'(q) = V(q), \quad \text{and} \quad V'(r) = W. \]

Since \( r \) holds on every world of the model, we have that \( M' \) satisfies \( \psi \) everywhere, and in particular on \( w \). However, since the valuation of \( p \) and \( q \) are the same of \( M \), and since the relational structure has not changed, we have that \( M', w' \not\models \lambda_1 \lor \lambda_2 \), from which we can conclude that \( M', w \not\models \nabla(\lambda_1 \lor \lambda_2) \) and thus that \( w \) does not satisfy \( \varphi \).

- \( P(\varphi_i) \subseteq \{p, r\} \). In this case, we can build a new model \( M' = \langle F, V' \rangle \) such that:

  \[ V'(p) = V(p), \quad V'(r) = V(r), \quad \text{and} \quad V'(q) = \emptyset. \]

Since \( q \) is false on every world of the model, we have that \( M' \) satisfies \( \psi \) everywhere, and in particular on \( w \). However, since the valuation of \( p \) and \( r \) are the same of \( M \), and since the relational structure has not changed, we have that \( M', w' \not\models \lambda_1 \lor \lambda_2 \), from which we can conclude that \( M', w \not\models \nabla(\lambda_1 \lor \lambda_2) \) and thus that \( w \) does not satisfy \( \varphi \).

- \( P(\varphi_i) \subseteq \{q, r\} \). In this case, the same argument as above works by using \( q \) instead of \( p \).

Therefore, \( \varphi \) cannot exist, and this means that \( \psi \) cannot be expressed in \( L^\text{Krom} \) within the same propositional alphabet. Since the proof does not depend on the properties of the frame, the claim is proved for any logic \( L \in \{ K, T, K4, S4\} \).

\[ \square \]

Corollary 3.4. For \( L \in \{ K, T, K4, S4\} \), \( L^\text{Horn} \) and \( L^\text{Krom} \) are expressively incomparable within the same propositional alphabet.
Proof. As we have seen in Theorem 3.2, the L\text{Krom}\textsuperscript{□}-formula \( p \lor q \) cannot be translated into \( \text{LHorn} \) over any extension of the propositional alphabet, and, as we have seen in Theorem 3.3, the \( \text{LHorn} \)-formula \( p \land q \rightarrow r \) cannot be translated into \( \text{LKrom} \) within the same propositional alphabet. These two observations, together, prove that we cannot compare \( \text{LHorn} \) and \( \text{LKrom} \) within the same propositional alphabet.

Now, we turn our attention to the relative expressive power for box and diamond fragments, starting with sub-Horn fragments without diamonds. To this end, consider two models \( M_1, M_2 \) such that all \( M_i = (\mathcal{F}, V_i) \) are based on the same relational frame: we define the intersection model as the unique model \( M_{M_1 \cap M_2} = (\mathcal{F}, V_{1 \cap V_2}) \), where, for each \( w \in W \), \( V_{1 \cap V_2}(w) = V_1(w) \cap V_2(w) \). We prove now that the Horn fragments without diamonds are closed under intersection, that is, if two models satisfy a formula then their intersection also satisfies the formula.

**Lemma 3.5.** For \( L \in \{ \text{K, T, K4, S4} \} \), \( \text{LHorn}^\Box \) is closed under intersection of models.

**Proof.** Let \( \varphi = \varphi_1 \land \ldots \land \varphi_t \) a \( \text{LHorn}^\Box \)-formula such that \( M_1, w \vDash \varphi \) and \( M_2, w \vDash \varphi \), where \( M_1 = (\mathcal{F}, V_1) \) and \( M_2 = (\mathcal{F}, V_2) \); we want to prove that \( M_{M_1 \cap M_2}, w \vDash \varphi \). Suppose, by way of contradiction, that \( M_{M_1 \cap M_2}, w \not\vDash \varphi \). Then, there must be some \( \varphi_i \) such that \( M_{M_1 \cap M_2}, w \not\vDash \varphi_i \). As in Theorem 3.2, we can assume that \( \varphi_i \) is a clause of the type \( \nabla(\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \). This means that \( M_{M_1 \cap M_2}, M_{M_1 \cap M_2}, w' \vDash \lambda_1 \land \ldots \land \lambda_n \) and \( M_{M_1 \cap M_2}, w' \not\vDash \lambda \) for some \( w' \). We want to prove that, for each \( 1 \leq j \leq n \), both \( M_1 \) and \( M_2 \) satisfy \( \lambda_j \) at \( w' \). To see this, let \( N = md(\lambda_j) \), and:

- If \( N = 0 \), then \( \lambda_j = p \) for some propositional letter \( p \); but if \( M_{M_1 \cap M_2}, w' \vDash p \), then \( p \in V_1(w') \cap V_2(w') \), which means that \( M_1, w' \vDash p \) and \( M_2, w' \vDash p \).
- If \( N > 0 \), then \( \lambda_j = \Box \lambda' \). Since \( M_{M_1 \cap M_2}, w' \vDash \Box \lambda' \), for every \( v \) such that \( w' R v \) it is the case that \( M_{M_1 \cap M_2}, v \vDash \lambda' \). Thus, for every \( v \) such that \( w' R v \), we know by inductive hypothesis that \( M_1, v \vDash \lambda' \) and \( M_2, v \vDash \lambda' \). But this immediately implies that \( M_1, w' \vDash \Box \lambda' \) and \( M_2, w' \vDash \Box \lambda' \), which completes the induction. Now, we have that \( M_1, w' \vDash \lambda_1 \land \ldots \land \lambda_n \) and \( M_2, w' \vDash \lambda_1 \land \ldots \land \lambda_n \); therefore, \( M_1, w' \vDash \lambda \) and \( M_2, w' \vDash \lambda \).

A similar inductive argument shows that \( M_{M_1 \cap M_2}, w' \vDash \lambda \), implying that \( M_{M_1 \cap M_2}, w \vDash \varphi_i \); but this contradicts our hypothesis that \( M_{M_1 \cap M_2}, w \not\vDash \varphi \).

**Theorem 3.6.** For \( L \in \{ \text{K, T, K4, S4} \} \):

1. \( \text{LHorn}^\Box \not\leq^s \text{LHorn} \);
2. \( \text{Lcore}^\Box \not\leq^s \text{Lcore} \).

**Proof.** Since \( \text{LHorn}^\Box \) (resp., \( \text{Lcore}^\Box \)) is a syntactical fragment of \( \text{LHorn} \) (resp., \( \text{Lcore} \)) it only has to be proved that there exists a formula that belongs to \( \text{LHorn} \) (resp., \( \text{Lcore} \)) and that cannot be translated into \( \text{LHorn}^\Box \) (resp., \( \text{Lcore}^\Box \)) over any finite extension of the propositional alphabet. Here, we prove that this is the case for a \( \text{Lcore} \)-formula (which is a \( \text{LHorn} \)-formula as well) that cannot be translated into \( \text{LHorn}^\Box \) (and, therefore, to \( \text{Lcore}^\Box \), either). Let \( \mathcal{P} = \{ p \} \), consider the \( \text{LHorn} \)-formula

\[
\psi = \Diamond p
\]

and suppose by contradiction that there exists a propositional alphabet \( \mathcal{P}' \supseteq \mathcal{P} \) and a \( \text{LHorn}^\Box \) formula \( \varphi \) written over \( \mathcal{P}' \) such that for every model \( M \) over the propositional
alphabet \( \mathcal{P} \) and every world \( w \) we have that \( M, w \models \psi \) if and only if there exists \( M' \) such that \( M' \cdot w \models \phi \). Let \( M_1 = (F, V_1) \) and \( M_2 = (F, V_2) \), where \( F \) is based on the set \( W = \{w_0, w_1, w_2\} \). Let \( R = \{(w_0, w_1), (w_0, w_2)\} \) (or its reflexive closure in the cases \( L \in \{T, S4\} \)), and define the valuation functions \( V_1, V_2 \) as follows:

\[
V_i(w_j) = \begin{cases} 
\{p\} & \text{if } i = j, \\
\emptyset & \text{otherwise}.
\end{cases}
\]

Clearly, \( M_1, w_0 \models \psi \) and \( M_2, w_0 \models \psi \); since \( \phi \) is a \( \mathcal{L}^{\text{Horn}, \square} \)-translation of \( \psi \), it must be the case that, for some extensions \( M_1' \) and \( M_2' \), we have that \( M_1' \cdot w_0 \models \phi \) and \( M_2' \cdot w_0 \models \phi \). By Lemma 3.5, their intersection model \( M'_{M_1' \cap M_2'} \) is such that \( M'_{M_1' \cap M_2'} \cdot w_0 \models \phi \). But \( p \notin V_{M_1'} \cap V_{M_2'}(w) \) for every \( w \in W \), so \( M'_{M_1' \cap M_2'}, w \not\models \psi \). This contradicts the hypothesis that \( \phi \) is a translation of \( \psi \).

To establish the expressive power of \( \mathcal{L}^{\text{Horn}, \circ} \) and \( \mathcal{L}^{\text{core}, \circ} \) with respect to other fragments, we now prove a closure property similar to Lemma 3.5. Consider two models \( M_1 = (F_1, V_1), M_2 = (F_2, V_2) \) based on two (possibly different) relational frames. We define the product model as the unique model \( M_{M_1 \times M_2} = (F_{F_1 \times F_2}, V_{F_1 \times F_2}) \), where:

(i) \( F_{F_1 \times F_2} = (W_1 \times W_2, R_{R_1 \times R_2}) \), that is, worlds are all and only the pairs of worlds from \( W_1 \) and \( W_2 \); \( (w_1, w_2) R_{R_1 \times R_2} (w_1', w_2') \) if and only if \( w_1 R_1 w_1' \) and \( w_2 R_2 w_2' \), that is, worlds in \( F_{F_1 \times F_2} \) are connected to each other as the component worlds were connected in \( F_1 \) and \( F_2 \); and (ii) \( V_{F_1 \times F_2} = V_1 \cap V_2 \). We prove now that the Horn fragments without boxes are closed under product.

**Lemma 3.7.** For \( L \in \{K, T, K4, S4\}, \mathcal{L}^{\text{Horn}, \circ} \) is closed under product of models.

**Proof.** Let \( \phi = \varphi_1 \land \ldots \land \varphi_n \) be a \( \mathcal{L}^{\text{Horn}, \circ} \)-formula such that \( M_1, w_1 \models \phi \) and \( M_2, w_2 \models \phi \). We want to prove that \( M_{M_1 \times M_2}, (w_1, w_2) \models \phi \); suppose by way of contradiction, that \( M_{M_1 \times M_2}, (w_1, w_2) \not\models \phi \). Then, there must be some \( \varphi_i \) such that \( M_{M_1 \times M_2}, (w_1, w_2) \not\models \varphi_i \). As in Theorem 3.2, we can assume that \( \varphi_i \) is a clause of the type \( \bigwedge (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \). This means that \( M_{M_1 \times M_2}, (w_1', w_2') \models \lambda_1 \land \ldots \land \lambda_n \) and \( M_{M_1 \times M_2}, (w_1', w_2') \not\models \lambda \) for some \( (w_1', w_2') \). We want to prove that, for each \( 1 \leq j \leq n \), \( M_1 \) and \( M_2 \) satisfy \( \lambda_j \) at, respectively, \( w_1' \) and \( w_2' \). To see this, let \( N = md(\lambda_j) \), and:

- If \( N = 0 \), then \( \lambda_j = p \) for some propositional letter \( p \): by the definition of product, we have that \( M_{M_1 \times M_2}, (w_1', w_2') \models p \) if and only if \( p \in V_1(w_1') \cap V_2(w_2') \), which means that \( M_1, w_1' \models p \) and \( M_2, w_2' \models p \).

- If \( N > 0 \), then \( \lambda_j = \square \chi \). Since \( M_{M_1 \times M_2}, (w_1', w_2') \models \square \chi \), then there exists \( (v_1, v_2) \) such that \( (w_1', w_2') R_{R_1 \times R_2} (v_1, v_2) \) and \( M_{M_1 \times M_2}, (v_1, v_2) \models \chi \). We know by inductive hypothesis that \( M_1, v_1 \models \chi \) and \( M_2, v_2 \models \chi \) and that, by definition of product, \( w_1' R_1 v_1 \) and \( w_2' R_2 v_2 \). But this immediately implies that \( M_1, w_1' \models \square \chi \) and \( M_2, w_2' \models \square \chi \), which completes the induction. Now, we have that \( M_1, w_1' \models \lambda_1 \land \ldots \land \lambda_n \) and \( M_2, w_2' \models \lambda_1 \land \ldots \land \lambda_n \); therefore, \( M_1, w_1' \models \lambda \) and \( M_2, w_2' \models \lambda \).

A similar argument proves that \( M_{M_1 \times M_2}, (w_1', w_2') \models \lambda \), implying that \( M_{M_1 \times M_2}, (w_1, w_2) \not\models \varphi_i \), in contradiction with the hypothesis that \( M_{M_1 \times M_2}, (w_1, w_2) \models \varphi \).
For $L \in \{K, K4\}$:

1. $L^{\text{Horn}, \diamond} \preccurlyeq^s L^{\text{Horn}}$;
2. $L^{\text{core}, \diamond} \preccurlyeq^s L^{\text{core}}$.

**Proof.** Since $L^{\text{Horn}, \diamond}$ (resp., $L^{\text{core}, \diamond}$) is a syntactical fragment of $L^{\text{Horn}}$ (resp., $L^{\text{core}}$), we know that $L^{\text{Horn}, \diamond}$ can be translated into $L^{\text{Horn}}$ and that $L^{\text{core}, \diamond}$ can be translated into $L^{\text{core}}$. It remains to be proved that there exists a formula that belongs to $L^{\text{Horn}}$ (resp., $L^{\text{core}}$) and that cannot be translated into $L^{\text{Horn}, \diamond}$ (resp., $L^{\text{core}, \diamond}$) over any finite extension of the propositional alphabet. Here, we prove that this is the case for a $L^{\text{core}}$-formula (which is a $L^{\text{Horn}}$-formula as well) that cannot be translated into $L^{\text{Horn}, \diamond}$ (and, therefore, to $L^{\text{core}, \diamond}$, either). Let $P = \{p, q\}$, consider the $L^{\text{core}}$-formula

$$\psi = \Box p \rightarrow q,$$

and suppose by contradiction that there exists a propositional alphabet $P' \supseteq P$ and a $L^{\text{Horn}, \diamond}$-formula $\varphi$ written over $P'$ such that for every model $M$ over the propositional alphabet $P$ and every world $w$ there are such that $M, w \models \psi$ if and only if there exists $M'', w \models \varphi$. Let $M_1 = (F_1, V_1)$ and $M_2 = (F_2, V_2)$, where $F_1$ is based on the set $W = \{w_0, w_1\}$ and the accessibility relation $R_1 = \{(w_0, w_1)\}$, while $F_2$ is based on $\{v_0\}$ and $R_2 = \emptyset$. Define the valuation function $V_1$ as always empty, and let $q \in V_2(v_0)$. Clearly, $M_1, w_0 \models \psi$ and $M_2, v_0 \models \psi$. Since $\varphi$ is a $L^{\text{Horn}, \diamond}$-translation of $\psi$, it must be the case that, for some extensions $M_1''$ and $M_2''$, we have that $M_1'', w_0 \models \varphi$ and $M_2'', v_0 \models \varphi$. By Lemma 3.7, their product model $M_{1''} \times M_{2''}$ is such that $M_{1''} \times M_{2''}, (w_0, v_0) \models \varphi$. Notice that $q \notin V_1(w_0, w_1)$ and that $(w_0, v_0)$ has no $R$-successors. Hence, we have that $M_{1''} \times M_{2''}, (w_0, v_0) \models \Box p$ but $M_{1''} \times M_{2''}, (w_0, v_0) \not\models q$, in contradiction with the fact that $\varphi$ is a translation of $\psi$. Therefore, $\varphi$ cannot exist, and this means that $\psi$ cannot be expressed in $L^{\text{Horn}, \diamond}$ within any finite extension of the propositional alphabet.

It is worth to observe that restricting the above result to classes of frames not necessarily reflexive is essential. Not only the above counter-example does not work assuming reflexiveness, but it can be easily proved that the argument cannot be fixed. As a matter of fact, both $T^{\text{Horn}}$ and $S4^{\text{Horn}}$ are closed under product of models, so that this particular characteristics cannot be used to distinguish $L^{\text{Horn}, \diamond}$ from $L^{\text{Horn}}$ when $L \in \{T, S4\}$, when new propositional letters are allowed in the translation. Later on, in Theorem 3.11, we will show that within the same propositional alphabet we can indeed distinguish between $L^{\text{Horn}, \diamond}$ and $L^{\text{Horn}}$ also in reflexive frames.

**Fact 3.9.** $T^{\text{Horn}}$ and $S4^{\text{Horn}}$ are closed under product of models.

**Proof.** Let $\varphi = \varphi_1 \land \ldots \land \varphi_l$ be a $T^{\text{Horn}}$-formula such that $M_1, w_1 \models \varphi$ and $M_2, w_2 \models \varphi$. We want to prove that $M_{1} \times M_{2}, (w_1, w_2) \models \varphi$; suppose by way of contradiction, that $M_{1} \times M_{2}, (w_1, w_2) \not\models \varphi$. Then, there must be some $\varphi_i$ such that $M_{1} \times M_{2}, (w_1, w_2) \not\models \varphi_i$. As in Theorem 3.2, we can assume that $\varphi_i$ is a clause of the type $\Box (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda)$. This means that $M_{1} \times M_{2}, (w_1', w_2') \models \lambda_1 \land \ldots \land \lambda_n$ and $M_{1} \times M_{2}, (w_1', w_2') \not\models \lambda$ for some $(w_1', w_2')$. We want to prove that, for each $1 \leq j \leq n$, $M_1$ and $M_2$ satisfy $\lambda_j$ at, respectively, $w_1'$ and $w_2'$. To see this, let $N = md(\lambda_j)$, and:

- If $N = 0$, then $\lambda_j = p$ for some propositional letter $p$: by the definition of product, we have that $M_{1} \times M_{2}, (w_1', w_2') \models p$ if and only if $p \in V_1(w_1') \cap V_2(w_2')$, which means that $M_1, w_1' \models p$ and $M_2, w_2' \models p$. 


Theorem 3.10. For $M$ via the universal prefix $\nabla$ and the proof of model-extending equivalence is identical to the above one.

Proof. The following result shows.

The argument of Theorem 3.6, based on the intersection of models, cannot be replicated to establish the relationship between sub-Krom fragments; it turns out that in this case the possibility of expanding the propositional alphabet does make the difference, as the following result shows.

**Theorem 3.10.** For $L \in \{K,T,K4,S4\}$:

1. $L^{Krom,\Box} \equiv L^{Krom}$.
2. $L^{Krom,\nabla} < w L^{Krom}$.

**Proof.** The first result is easy to prove. Suppose that

$$\varphi = \nabla_1(\lambda_1^1 \lor \lambda_2^1) \land \nabla_2(\lambda_1^2 \lor \lambda_2^2) \land \ldots \land \nabla_i(\lambda_1^i \lor \lambda_2^i) \land \ldots \land \nabla_t(\lambda_1^t \lor \lambda_2^t)$$

is a $L^{Krom}$-formula, where, as in Theorem 3.3, we treat literals as special clauses. There are two cases. First, suppose that $\lambda_i^1 = \Box \lambda$, for some $1 \leq i \leq l$, where $\lambda$ is a positive literal. We claim that the $L^{Krom,\nabla}$-formula

$$\varphi' = \nabla_1(\lambda_1^1 \lor \lambda_2^1) \land \nabla_2(\lambda_1^2 \lor \lambda_2^2) \land \ldots \land \nabla_i(-\Box p \lor \lambda_2^i) \land \nabla_i(\Box p \lor \lambda) \land \ldots \land \nabla_t(\lambda_1^t \lor \lambda_2^t),$$

where $p$ is a fresh propositional variable, is model-extending equivalent to $\varphi$. To see this, let $P$ the propositional alphabet in which $\varphi$ is written, and let $P' = P \cup \{p\}$, and consider a model $M = (F,V)$ such that, for some world $w$, it is the case that $M,w \vDash \varphi$; in particular, it is the case that $M,w \vDash \nabla_i(\lambda_1^i \lor \lambda_2^i)$; let $W_i \subseteq W$ be the set of worlds reachable from $w$ via the universal prefix $\nabla_i$, and consider $v \in W_i$. If $M,v \vDash \lambda_2^i$ we can extend $M$ to a model $M' = (F',V')$ such that it satisfies $p$ on every world reachable from $v$, if any, and both substituting clauses are satisfied. If, on the other hand, $M,v \vDash \Box \lambda$, for some $t$ such that $v R t$ we have that $M,t \vDash \lambda$; we can now extend $M$ to a model $M' = (F',V')$ such that it satisfies $-p$ on $t$, and $p$ on every other world reachable from $v$, if any, and, again, both substituting clauses are satisfied. A reversed argument proves that if $M,w \vDash \varphi'$ it must be the case that $M,w \vDash \varphi$. If, as a second case, $\lambda_1^1 = -\Box \lambda$, where $\lambda$ is a positive literal, then the translating formula is

$$\varphi' = \nabla_1(\lambda_1^1 \lor \lambda_2^1) \land \nabla_2(\lambda_1^2 \lor \lambda_2^2) \land \ldots \land \nabla_i(\Box p \lor \lambda_2^i) \land \nabla_i(-\Box p \lor -\lambda) \land \ldots \land \nabla_t(\lambda_1^t \lor \lambda_2^t),$$

and the proof of model-extending equivalence is identical to the above one.

In order to prove the second result, we observe that since $L^{Krom,\Box}$ is a syntactical fragment of $L^{Krom}$ it only has to be proved that there exists a formula that belongs to
Theorem 3.11. when \( L \) is not a tautology. Since \( \varphi \) is a conjunction of Krom clauses, we have that there must exist at least one clause \( \varphi_i = \neg \lambda \) such that \( M, w \not\models \varphi_i \). Hence, there must exist a world \( w' \) such that \( M, w' \not\models (\lambda_1 \lor \lambda_2) \). Now, consider the model \( \overline{M} \) obtained from \( M \) by extending the set of worlds \( W \) to \( \overline{W} = W \cup \{\overline{w}\} \), and the relation \( R \) to (the reflexive, transitive, or reflexive and transitive closure, depending on \( L \), of) \( \overline{R} = R \cup \{(w, \overline{w})\} \). We define \( \overline{\nu}(\overline{w}) = \{p\} \): clearly, \( \overline{M}, w \models \nu \). To prove that \( \overline{M}, w' \not\models \lambda_1 \lor \lambda_2 \), we first prove the following technical result for positive literals:

\[
M, t \models \lambda \iff \overline{M}, \overline{t} \models \lambda,
\]

for every \( t \in W \) and positive literal \( \lambda \). We do so by induction on \( N = md(\lambda) \), as follows:

- If \( N = 0 \), then \( \lambda \) is a propositional letter (the cases in which \( \lambda = \top \) are trivial): the valuation of \( t \) has not changed from \( M \) to \( \overline{M} \), and therefore we have the claim immediately.
- If \( N > 0 \), then assume that \( \lambda = \Box \lambda' \), and \( \lambda' \) is a positive literal. By definition, \( M, t \models \Box \lambda' \) if and only if for every \( t' \) such that \( t \not\in R t' \), if any, it is the case that \( M, t' \models \lambda' \). Clearly, if \( t \neq w \) and \( (t, w) \not\in R \) then the set of reachable worlds from \( t \) has not changed from \( M \) to \( \overline{M} \); by inductive hypothesis, for every \( t' \), we have that \( M, t' \models \lambda' \) if and only if \( \overline{M}, t' \models \lambda' \), and, therefore, \( M, t \models \lambda \) if and only if \( \overline{M}, t \models \lambda \), as we wanted. Otherwise, suppose that either \( t = w \) or \( (t, w) \in R \), and recall that \( (w, \overline{w}) \in \overline{R} \). Notice that the set of reachable worlds from \( t \) has changed in the case \( t = w \) by definition of \( \overline{R} \), and in the case \( (t, w) \in R \) when \( L \in \{K4, S4\} \). If \( M, t \not\models \Box \lambda' \), then there exists some \( t' \in W \) such that \( t \not\in R t' \) and \( M, t' \not\models \lambda' \); so, by inductive hypothesis, \( \overline{M}, t' \not\models \lambda' \), which means that \( \overline{M}, t \not\models \Box \lambda' \). If, on the other hand, \( M, t \models \Box \lambda' \), then: (i) \( \lambda' = \top \), then \( \overline{M}, t \models \Box \top \) independently from the presence of \( \overline{w} \); and (ii) \( \lambda' = p \), then \( \overline{M}, t \models \Box \lambda' \) because \( p \in \overline{\nu}(\overline{w}) \) by construction; (iii) if \( \lambda' = \neg \lambda'' \), then \( \overline{M}, \overline{w} \models \lambda' \), because \( \overline{w} \) has no successors.

Since by hypothesis \( M, w' \not\models \lambda_1 \lor \lambda_2 \), we have that \( M, w' \not\models \lambda_j \) for \( j \in \{1, 2\} \). By the syntax of \( L^{Krom,\Box} \), \( \lambda_j \) can be either a positive or a negative literal. If \( \lambda_j \) is a positive literal, then from the above result we can directly conclude that \( \overline{M}, w' \not\models \lambda_j \). Conversely, if \( \lambda_j = \neg \lambda \) is a negative literal, then we have that \( M, w' \not\models \lambda \) which implies, by the above result, that \( \overline{M}, w' \not\models \lambda \), that is, \( \overline{M}, w' \not\models \lambda_j \). This implies that \( \overline{M}, w' \not\models \lambda_1 \lor \lambda_2 \), which means that \( \overline{M}, w \not\models \varphi_i \), that is, \( \overline{M}, w \not\models \varphi \). Therefore \( \varphi \) cannot be a translation of \( \psi \), and the claim is proved.

The following result deals with sup-propositional fragments without boxes; as before, the argument of Theorem 3.8, based on the product of models, cannot be replicated. We would like to remark that Theorem 3.8 gives us a stronger result for \( L^{\text{Horn,}\Box} \) and \( L^{\text{core,}\Box} \) when \( L \in \{K, K4\} \).

**Theorem 3.11.** For \( L \in \{K, T, K4, S4\} \):
We prove a very general claim: there is no clausal form formula of the diamond fragment. As always, literals are treated as special clauses. Now, consider a model $M,w$. To this end, we consider a $\nabla$-formula, where, as in Theorem 3.3, we treat literals as special clauses. There are two cases. Suppose, first, that $\lambda_1 = \Box \lambda$, where $\lambda$ is a positive literal. We claim that the $\mathbb{L}^{\text{Krom},\Diamond}$-formula

$$\varphi = \nabla_1 (\lambda_1 \lor \lambda_2) \land \nabla_2 (\lambda_2 \lor \lambda_3) \land \ldots \land \nabla_i (\lambda_i \lor \lambda_{i+1}) \land \ldots \land \nabla_i (\lambda_1 \lor \lambda_2),$$

is a $\mathbb{L}^{\text{Krom}}$-formula, where, for some world $w$, it is the case that $M,w \models \varphi$; in particular, it is the case that $M,w \models \nabla_i (\lambda_1 \lor \lambda_2)$; let $W_i \subseteq W$ be the set of worlds reachable from $w$ via the universal prefix $\nabla_i$, and consider $v \in W_i$. If $M,v \models \lambda_2$ we can extend $M$ to a model $M' = (\mathcal{F},V')$ such that it satisfies $\varphi$ on every world reachable from $v$, if any, and both substituting clauses are satisfied. If, on the other hand, $M,v \models \Box \lambda_1$, for every $t$ such that $v \not\models \lambda_1$ we can now extend $M$ to a model $M'' = (\mathcal{F},V'')$ such that it satisfies $\varphi$ on every such $t$. If, again, both substituting clauses are satisfied. A reversed argument proves that if $M,w \models \varphi'$ it must be the case that $M,w \not\models \varphi$. If, as a second case, $\lambda_1 = \Box \lambda$, where $\lambda$ is a positive literal, then the translating formula is

$$\varphi' = \nabla_1 (\lambda_1 \lor \lambda_2) \land \nabla_2 (\lambda_2 \lor \lambda_3) \land \ldots \land \nabla_i (\nabla \lambda \land \lambda_{i+1}) \land \nabla_i \Box (\nabla \lambda_1 \land \lambda_{i+1}) \land \ldots \land \nabla_i (\lambda_1 \lor \lambda_2),$$

and the proof of model-extending equivalence is identical to the above one.

As far as the other three relationships are concerned, since $\mathbb{L}^{\text{Horn},\Diamond}$ (resp., $\mathbb{L}^{\text{Krom},\Diamond}$ and $\mathbb{L}^{\text{core},\Diamond}$) is a syntactical fragment of $\mathbb{L}^{\text{Horn}}$ (resp., $\mathbb{L}^{\text{Krom}}$ and $\mathbb{L}^{\text{core}}$), we only have to prove that there exists a formula that belongs to $\mathbb{L}^{\text{Horn}}$ (resp., $\mathbb{L}^{\text{Krom}}$, $\mathbb{L}^{\text{core}}$) that cannot be translated into $\mathbb{L}^{\text{Horn},\Diamond}$ (resp., $\mathbb{L}^{\text{Krom},\Diamond}$, $\mathbb{L}^{\text{core},\Diamond}$) within the same propositional alphabet. To this end, we consider a $\mathbb{L}^{\text{core}}$-formula and we prove that it cannot be translated into $\mathbb{L}^{\text{Horn},\Diamond}$ nor to $\mathbb{L}^{\text{Krom},\Diamond}$ within the same propositional alphabet, implying that it cannot be translated into $\mathbb{L}^{\text{core},\Diamond}$, either. Consider the following formula:

$$\psi = \Box p \rightarrow q.$$
that is, there must be a world \( w' \) such that \( M, w' \not\vDash (\neg \lambda_1 \lor \ldots \lor \neg \lambda_n \lor \lambda_{n+1} \lor \ldots \lor \lambda_{n+m}) \). Now, consider the model \( \overline{M} \) obtained from \( M \) by extending the set of worlds \( W \) to \( \overline{W} = W \cup \{ \overline{w} \} \), and the relation \( R \) to (the reflexive, transitive, or reflexive and transitive closure, depending on \( L \), of) \( \overline{R} = R \cup \{(w, \overline{w})\} \). We set \( \overline{V}(\overline{w}) = \emptyset \); clearly, \( \overline{M}, w \vDash \psi \). We want to prove that \( \overline{M}, w' \not\vDash \varphi_i \). Let us prove the following:

\[
M, t \vDash \lambda \iff \overline{M}, t \vDash \lambda,
\]

for every \( t \in W \) and positive literal \( \lambda \). We do so by induction on \( N = md(\lambda) \).

- If \( N = 0 \), then \( \lambda \) is a propositional letter (the cases in which \( \lambda = \top \) are trivial): the valuation of \( t \) has not changed from \( M \) to \( \overline{M} \), and therefore we have the claim immediately.
- If \( N > 0 \), then we assume that \( \lambda = \odot \lambda' \), and \( \lambda' \) is a positive literal. By definition, \( M, t \vDash \odot \lambda' \) if and only if there exists some \( t' \) such that \( t R t' \) and \( M, t' \vDash \lambda' \). Clearly, if \( t \neq w \) and \( (t, w) \not\in R \) then the set of reachable worlds from \( t \) has not changed from \( M \) to \( \overline{M} \); by inductive hypothesis, \( M, t' \vDash \lambda' \) if and only if \( \overline{M}, t' \vDash \lambda' \), and, therefore, \( M, t \vDash \odot \lambda \) if and only if \( \overline{M}, t \vDash \odot \lambda \), as we wanted. Otherwise, suppose that either \( t = w \) or \( (t, w) \in R \), and recall that \( (w, \overline{w}) \in \overline{R} \). Notice that the set of reachable worlds from \( t \) has changed in the case \( t = w \) by definition of \( \overline{R} \), and in the case \( (t, w) \in R \) when \( L \in \{ \text{K4}, \text{S4} \} \).

If \( M, t \vDash \odot \lambda' \), then there exists some \( t' \in W \) such that \( t R t' \) and \( M, t' \vDash \lambda' \); so, by inductive hypothesis, \( \overline{M}, t' \vDash \lambda' \), which means that \( \overline{M}, t \vDash \odot \lambda' \). If, on the other hand, \( M, t \not\vDash \odot \lambda' \), then: (i) \( \lambda' \neq \top \), because we have built \( M \) in such a way that \( w \) has a successor, and (ii) for every \( t' \) such that \( t R t' \) it is the case that \( M, t' \not\vDash \lambda' \). Since \( \overline{V}(\overline{w}) = \emptyset \), and \( \lambda' \) is positive and \( \overline{w} \) has no successors, for every \( t' \) such that \( t R t' \) it is the case that \( \overline{M}, t' \not\vDash \lambda' \), and, therefore, \( \overline{M}, t \not\vDash \odot \lambda' \), as we wanted.

This means that \( M, w' \not\vDash (\neg \lambda_1 \lor \ldots \lor \neg \lambda_n \lor \lambda_{n+1} \lor \ldots \lor \lambda_{n+m}) \) implies that \( \overline{M}, w' \not\vDash (\neg \lambda_1 \lor \ldots \lor \neg \lambda_n \lor \lambda_{n+1} \lor \ldots \lor \lambda_{n+m}) \), that is, \( \overline{M}, w \not\vDash \varphi_i \). Hence, \( \overline{M}, w \not\vDash \varphi \). Therefore, \( \varphi \) cannot exist, and this means that \( \psi \) cannot be expressed neither in \( L_{\text{Krom}}^{\odot} \), nor in \( L_{\text{Horn}}^{\odot} \), nor in \( L_{\text{core}}^{\odot} \), within the same propositional alphabet.

\[ \square \]

**Corollary 3.12.** The following results hold:

1. For \( L \in \{ \text{K}, \text{K4} \} \), \( L_{\text{Horn}}^{\odot} \) and \( L_{\text{Horn}}^{\odot} \) are expressively incomparable;
2. For \( L \in \{ \text{K}, \text{K4} \} \), \( L_{\text{core}}^{\odot} \) and \( L_{\text{core}}^{\odot} \) are expressively incomparable;
3. For \( L \in \{ \text{K}, \text{T}, \text{K4}, \text{S4} \} \), \( L_{\text{Krom}}^{\odot} \) and \( L_{\text{Krom}}^{\odot} \) are expressively incomparable within the same propositional alphabet.

**Proof.** As we have seen in Theorem 3.6, the \( L_{\text{core}}^{\odot} \)-formula (which is also a \( L_{\text{Horn}}^{\odot} \)-formula) \( \odot p \) cannot be translated into \( L_{\text{Horn}}^{\odot} \) (and therefore it cannot be translated into \( L_{\text{core}}^{\odot} \) either), over any finite extension of the propositional alphabet, and, as we have seen in Theorem 3.8, the \( L_{\text{core}}^{\odot} \)-formula \( \square p \rightarrow q \) (which is also a \( L_{\text{Horn}}^{\odot} \)-formula) cannot be translated into \( L_{\text{Horn}}^{\odot} \) (and therefore it cannot be translated into \( L_{\text{core}}^{\odot} \) either), over any finite extension of the propositional alphabet when \( L \in \{ \text{K}, \text{K4} \} \). These two observations, together, show that we cannot compare \( L_{\text{Horn}}^{\odot} \) with \( L_{\text{Horn}}^{\odot} \), nor \( L_{\text{core}}^{\odot} \) with \( L_{\text{core}}^{\odot} \), proving points 1 and 2. Similarly, Theorem 3.10 proves that the \( L_{\text{Krom}}^{\odot} \)-formula \( \odot p \) cannot be translated into \( L_{\text{Horn}}^{\odot} \), and Theorem 3.11 proves that the \( L_{\text{Krom}}^{\odot} \)-formula \( \square p \rightarrow q \) cannot be translated into \( L_{\text{Krom}}^{\odot} \), all this within the same propositional alphabet; these two observations, together, imply that, within the same propositional alphabet, we cannot compare \( L_{\text{Krom}}^{\odot} \) and \( L_{\text{Krom}}^{\odot} \) either, proving 3. \[ \square \]
Corollary 3.13. For $L \in \{K, T, K4, S4\}$, the following results hold:

1. $L_{\text{core},\Box} \prec L_{\text{Krom},\Box}$, $L_{\text{Krom},\Box} \leq L_{\text{Krom},\Box}$;
2. $L_{\text{core},\Box} \nprec L_{\text{Krom},\Box}$, $L_{\text{Krom},\Box} \leq L_{\text{Krom},\Box}$;
3. $L_{\text{Horn},\Box}, L_{\text{Horn},\Box}, L_{\text{Horn}}$ cannot be compared with any one among $L_{\text{Krom},\Box}, L_{\text{Krom},\Box}$, $L_{\text{Krom},\Box}$, within the same propositional alphabet;
4. $L_{\text{core},\Box} \prec^w L_{\text{Horn},\Box}$ and $L_{\text{core},\Box} \prec^w L_{\text{Horn},\Box}$.

Proof. As we have seen in Theorem 3.2, the formula $p \lor q$, which belongs to all sub-Krom fragments of $L_{\text{Bool}}$, cannot be translated into $L_{\text{Horn}}$, and, therefore, it cannot be translated into any sub-Horn and sub-core fragment either, even with an extended propositional alphabet (and, hence, even more so within the same alphabet). Since $L_{\text{core},\Box}$ is a fragment of $L_{\text{Krom}}$ and of $L_{\text{Krom},\Box}$, Theorem 3.2 proves that $L_{\text{core},\Box} \nprec L_{\text{Krom},\Box}$, and that $L_{\text{core},\Box} \nprec L_{\text{Krom},\Box}$. By Theorems 3.10 and 3.11 we have that the three fragments $L_{\text{Krom}}, L_{\text{Krom},\Box}$ and $L_{\text{Krom},\Box}$ are model-extending equivalent, that is, there is a translation between any pair of them if we allow the use of additional propositional letters. Since $L_{\text{core},\Box} \prec L_{\text{Krom}}, L_{\text{Krom},\Box}$ and $L_{\text{Krom}} \equiv L_{\text{Krom},\Box}$, we have that also $L_{\text{core},\Box} \prec L_{\text{Krom},\Box}$ holds, and by the very same reasoning we can prove that $L_{\text{core},\Box} \prec L_{\text{Krom},\Box}$. This proves points 1 and 2. As for the other points, Theorem 3.3 proves that the formula $(p \land q) \to r$, which belongs to all sub-Horn fragments of $L_{\text{Bool}}$, cannot be translated into $L_{\text{Krom}}$, and, therefore, it cannot be translated into any sub-Krom fragment either, at least within the same propositional alphabet. This observation, together with the observation made in points 1 and 2, proves point 3. Finally, using again Theorem 3.3, and taking into account that $L_{\text{core},\Box} = L_{\text{Horn},\Box} \cap L_{\text{Krom},\Box}$ and that $L_{\text{core},\Box} = L_{\text{Horn},\Box} \cap L_{\text{Krom},\Box}$, point 4 immediately follows.

A graphical account of the results of this section is shown in Fig. 3. Among all results, most striking is the lost of expressive power of the languages of the type $L_{\text{Horn},\Box}$ and $L_{\text{core},\Box}$. The important expressivity change occurs at two different moments, depending on the class of frames: for non-reflexive classes it occurs below $L_{\text{Horn}}$, while for reflexive classes it occurs between $L_{\text{Bool}}$ and $L_{\text{Horn}}$. Either way, $L_{\text{Horn},\Box}$ and $L_{\text{core},\Box}$ seem the best candidates to be further studied in terms of the complexity of their satisfiability problem.

4. Complexity

In this section we study the complexity of the satisfiability problem for $L_{\text{Horn},\Box}$ and $L_{\text{core},\Box}$ and we give a modular algorithm for the satisfiability-checking of $L_{\text{Horn},\Box}$-formulas. We begin by proving that if a formula of the Horn box fragment of $K$, $T$, $K4$, or $S4$ is satisfiable, then it is satisfiable in a very simple (pre-linear) model of bounded size (Theorem 4.3). Then we exploit this result to show that the satisfiability problem for such fragments is P-complete (Theorem 4.4). The complexity result does not give us a direct satisfiability-checking procedure. Thus, we define a modular algorithm that builds a model for the formula in deterministic polynomial time. Such a procedure is made of a common part (Algorithms 1 and 3) and a specific “saturation procedure” that depends on the considered language (Algorithms 2, 4, 5 and 6). Correctness, completeness and complexity of the algorithms are proved in Theorem 4.11. Finally, we devote the last part of the section to the study of the core box fragments. We extend the well-known 2SAT algorithm to $K_{\text{core},\Box}$, thus proving
NLOGSPACE-completeness of this fragment (Theorem 4.14), leaving the exact complexity of the other core box fragments as an open problem.

To prove the small-model theorem for $K$, $T$, $K_4$, or $S_4$, we need to introduce some preliminary definitions. We say that a relational structure $(W, R)$ is pre-linear if it is either a simple path or a lasso-shaped path, namely, if: (i) there exists a unique node $w_0$ (called root) such that, for every $w \in W$, $w_0 R^* w$; (ii) every $w \in W$ has at most one $R$-successor. (Recall that, for a relation $R$, we denote by $R^*$ its reflexive and transitive closure.) In a pre-linear structure we can enumerate the worlds in $W$ as $w_0, w_1, ...$, where $w_0$ is the root and for each $k \geq 0$ we have that $w_{k+1}$ is the unique $R$-successor of $w_k$. In the following, we use the term pre-linear model to denote a model built on a pre-linear relational structure. The following lemma, given for $K_{\text{Horn,}}$, will be later generalized to the other cases.

**Lemma 4.1.** Let $\varphi$ be a $K_{Horn,\Box}$-formula. Then, $\varphi$ is satisfiable if and only if it is satisfiable in a pre-linear model.

**Proof.** Let $\varphi$ be a satisfiable $K_{Horn,\Box}$-formula, and let $M = (F, V)$, where $F = (W, R)$, be a model that satisfies it at $w_0$. We can assume that $F$ is connected [ByBW06]. We now systematically build a pre-linear model $M'$, with set of worlds $W'$, as follows. The worlds in $W'$ are sets of worlds in $W$. Let us first define $W_0 = \{w'_0\}$, $w'_0 = \{w_0\}$, $R_0 = \emptyset$, and $V_0(w'_0) = V(w_0)$. Now, given the generic pre-linear model $M_k = (F_k, V_k)$, where $F_k =
(W_k, R_k), we define the pre-linear model M_{k+1} as follows. Consider the 'last' world w'_k \subseteq W_k, and define w''_{k+1} = \{ w \mid w \in W_k \text{ and } \exists w' \in w'_k \text{ s.t. } (w', w) \in R_k \}, W_{k+1} = W_k \cup \{ w''_{k+1} \}, R_{k+1} = R_k \cup \{ (w'_k, w''_{k+1}) \}, and V_{k+1}(w''_{k+1}) = \bigcap_{w \in w''_{k+1}} V(w). Clearly, M' = \bigcup_k M_k is a pre-linear model.

To conclude the proof we have to show that M', w'_0 \models \varphi. Assume, by way of contradiction, that this is not the case, that is, M', w'_0 \not\models \varphi. Since \varphi can be thought as a conjunction of clauses, this means that M', w'_0 \not\models \varphi_i for some clause \varphi_i = \Box^s(\lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda). This means that M', w'_0 \not\models \lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda, where w'_0 is the world reachable from w_0 in exactly s steps. This implies that M', w'_0 \models \lambda_1 \wedge \ldots \wedge \lambda_n and M', w'_0 \not\models \lambda. Consider a positive literal \lambda_j in the body of the clause. We want to prove that M, w \models \lambda_j for each w \in w'_0. If \lambda_j = p or \lambda_j = T, the result is trivial, as the valuation of w'_0 is the intersection of the valuation (in M) of every world in w'_0. If \lambda_j = \Box^m p, then consider the world w''_{s+m} reachable from w'_0 in exactly m steps: two cases arise. If such a w''_{s+m} exists, then M', w''_{s+m} \models p, and this means that (in M) every world \overline{w} in w''_{s+m} is such that M, \overline{w} \models p, that is, M, w \models \Box^m p for every w \in w'_0. Otherwise, if w''_{s+m} does not exist, then no w \in w'_0 has any m-successor in M, which, again, implies that M, w \models \Box^m p for every w \in w'_0, as we wanted. Since M, w_0 \models \varphi_i by hypothesis, this means that for every w \in w'_0 it is the case that M, w \models \lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda. We have just proved that M, w \models \lambda_j for every antecedent \lambda_j and every world w \in w'_0; this implies that M, w \models \lambda for each w \in w'_0. In turn, this implies M', w'_0 \models \lambda, which is a contradiction.

In order to generalize the above construction to the languages \text{T}_\text{Horn}, \text{K}_4\text{Horn}, and \text{S}_4\text{Horn}, we need to introduce the notions of reflexive, transitive, and reflexive and transitive pre-linear models. We call \text{pre-linear reflexive model} any model obtained from a pre-linear K-model by replacing the accessibility relation R with its reflexive closure R^\text{C}; \text{pre-linear transitive models}, as well as \text{pre-linear transitive and reflexive models}, are defined likewise by replacing R with \overline{R} and R^* respectively.

**Lemma 4.2.** Let \text{L} \in \{K, T, K4, S4\}, and let \varphi be a \text{L}_\text{Horn}\text{-formula}. Then \varphi is satisfiable if and only if it is satisfiable in a pre-linear model of the corresponding type.

**Proof.** Lemma 4.1 proves the claim for \text{L} = K. We can suitably adapt the construction to prove the other cases. We first build a pre-linear model starting from the model M that exists by hypothesis, using precisely the same technique as in Lemma 4.1. Once we have obtained the pre-linear model M', we define its correspondent pre-linear reflexive, transitive, or reflexive and transitive model M'' by replacing the relation R with its reflexive closure R^\text{C}, if \text{L} = T, with its transitive closure \overline{R}, if \text{L} = K4, or with its reflexive and transitive closure R^*, if \text{L} = S4. The fact that M'', w'_0 \models \varphi is then a straightforward adaptation of the case for \text{K}^\text{Horn}.

**Theorem 4.3.** Let \text{L} \in \{K, T, K4, S4\}, and let \varphi be a \text{L}_\text{Horn}\text{-formula}. Then:

1. If \text{L} = K (resp. \text{L} = T), then \varphi is satisfiable if and only if it is satisfiable in a pre-linear (resp. pre-linear reflexive) model M such that |M| \leq md(\varphi) + 1;
(2) if \( L = K4 \) (resp. \( L = S4 \)), then \( \varphi \) is satisfiable if and only if it is satisfiable in a pre-linear transitive (resp. transitive and reflexive) model \( M \) such that \(|M| \leq |\varphi|\). 

Proof. It is well-known that any \( K \)- and \( T \)-formula \( \varphi \) that is satisfiable on a world \( w_0 \) of a model \( M = (F, V) \) is also satisfiable by the submodel \( M' = (F', V') \) of \( M \) containing only the worlds accessible from \( w_0 \) in at most \( md(\varphi) \) steps [BvBW06]. By Lemma 4.2 we know that when \( \varphi \) is a satisfiable \( L^{\text{Horn}} \)-formula, with \( L \in \{K,T\} \), then we can assume \( M \) to be a pre-linear \( L \)-model. Hence \( M' \) is a pre-linear model of size less or equal to \( md(\varphi) + 1 \).

As far as the second claim is concerned, let us consider the case of \( K4^{\text{Horn}} \). First from Lemma 4.2 we know that there exists a pre-linear \( K4 \)-model \( M = (F, V) \), where \( F = (W, R) \), that satisfies it at \( w_0 \). Suppose that \(|W| > |\varphi|\); we now show how to build a shorter pre-linear \( K4 \)-model of the desired size. For every world \( w \in W \) we define \( B(w) \) as the set of \( \Box \xi \) formulas in the closure of \( \varphi \) that holds on \( w \): \( B(w) = \{ \Box \xi \in Cl(\varphi) \mid M, w \models \Box \xi \} \). By transitivity, we have that for every pair of worlds \((w, w') \in R\), if \( M, w \models \Box \xi \) then \( M, w' \models \Box \xi \), and thus the sets \( B(w) \) and \( B(w') \) respect the following inclusion property: if \((w, w') \in R\) then \( B(w) \subseteq B(w') \). Given a world \( w \in W \), we define its \( \Box \)-equivalence class as \( [w] = \{ w' \in W \mid B(w) = B(w') \} \). Observe that the inclusion property guarantees that, for every \( w_k, w_k' \in W \), if \( w_k, w_k' \in [w] \) for some \( w \) and \( k' < k'' \), then, for every \( k \) such that \( k' < k < k'' \), we have that \( w_k \in [w] \). By the inclusion property, we have that for every \( k' < k'' \), \( B(w_k') \subseteq B(w_k') \). This implies that, if \([w_k] \neq [w_k']\) then \(|B(w_k')| < |B(w_k')|\). Since, for every \( w \in W \), \(|B(w)| \leq |\varphi| - 1 \), we can conclude that the number of equivalence classes in \( W \) is bounded by \(|\varphi|\). Let us define the following elements: (i) a set of worlds is \( W' = \{ [w] \mid w \in W \} \); (ii) an accessibility relation \( R' \) defined as \( \{ ([w], [w']) \mid (w, w') \in R, [w] \neq [w'] \} \) (notice that being \( L = K4 \), and thanks to the fact that the model under analysis is pre-linear, every element of \([w]\) is \( R \)-related to every element of \([w']\)) (iii) a valuation \( V' \) such that \( V'( [w] ) = \bigcap_{w' \in [w]} V( w' ) \). Since \( W' \) is always finite, two cases may arise: either the ‘\( \lambda \)’ world \([w]\) is a singleton, or it is not; in the latter case, we add the pair \(( [w], [w'] \) to \( R' \). We now prove that the model \( M' = (F', V') \) where \( F' = (W', R') \) is, indeed, a model for \( \varphi \). To this end, suppose by contradiction that this is not the case, and that \( M', [w_0] \not\models \varphi \). This implies that there exists a clause \( \varphi_i = \Box \xi ( \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda ) \) such that \( M', [w_0] \not\models \varphi_i \), namely, that there exists a \([w]\) such that \(( [w_0], [w] ) \in (R')^s, M', [w] \models \lambda_1 \land \ldots \land \lambda_n \) and \( M', [w] \not\models \lambda \). Let \( \lambda_j \) be an arbitrary literal in the body of the clause: we first show that, by construction, we have that \( M, w' \models \lambda_j \) for every \( w' \in [w] \). If \( \lambda_j = p \) or \( \lambda_j = \top \) the proof is trivial, since \( V'([w]) \subseteq V( w' ) \). If \( \lambda_j = \Box m p \) then we have that \( p \in V'( [w'] ) \) for all \([w'] \) such that \(( [w], [w'] ) \in (R')^m \), or there is no \([w'] \) such that \(( [w], [w'] ) \in (R')^m \). In the former case, by the definition of \( M' \) we have that \( p \in V( w'' ) \) for all \( w'' \in [w'] \), and thus that \( M, w' \models \Box m p \). In the latter case, \([w] \) is the ‘\( \lambda \)’ world of \( M' \), and there is no self-loop, which implies that, by construction, \( [w] = 1 \); consider, now, \( w \) in \( M \): it has no successor, and, therefore, \( M, w' \models \Box m p \) for every (in fact, the only one) \( w' \in [w] \). In all cases, \( M, w' \models \lambda_j \). Since this holds for all \( \lambda_j \) in the body of the clause, and since \( M \) is a model for \( \varphi \), we have that \( M, w' \models \lambda \). To prove that \( M', [w] \models \lambda \), three cases arise: either \( \lambda = p \), or \( \lambda = \top \), or \( \lambda = \Box m p \). If \( \lambda = p \), or \( \lambda = \top \) the proof follows by the definition of \( V' \). If \( \lambda = \Box m p \) then for every \( w'' \) such that \(( w', w'') \in (R')^m \) we have that \( p \in V( w'' ) \). But this implies that \( p \in V'( [w'' ] ) \) for every \([w''] \) such that \(( [w], [w''] ) \in (R')^m \), which, in turn, means that \( M', [w] \models \Box m p \). In all cases a contradiction is found.
Finally, to prove the claim in the case of $\mathbf{S4}^{\mathsf{Horn}}$ we can use the very same argument, where the accessibility relation of the ‘shorter model’ $M'$ is defined as $R' = \{([w], [w']) \mid (w, w') \in R\}$. Since we start from a reflexive and transitive pre-linear model, we have that $R'$ is also reflexive and transitive, and the claim follows.

When paired with the results in [Ngu00, Ngu16], Theorem 4.3 allows us to prove P-completeness of $\mathbf{K}^{\mathsf{Horn}}$, $\mathbf{T}^{\mathsf{Horn}}$, $\mathbf{K4}^{\mathsf{Horn}}$, and $\mathbf{S4}^{\mathsf{Horn}}$, as proved by the following theorem.

**Theorem 4.4.** For every $\mathbf{L} \in \{\mathbf{K}, \mathbf{T}, \mathbf{K4}, \mathbf{S4}\}$, the satisfiability problem for $\mathbf{L}^{\mathsf{Horn}}$ is P-complete.

**Proof.** It is known that any Horn formula can be rewritten into a positive logic program (positive clauses) and a set of queries (negative clauses), and thus satisfiability can be reduced to checking the queries w.r.t. to the positive logic program. [Ngu00] gives an algorithm for building the minimal model of a positive logic program of $\mathbf{T}^{\mathsf{Horn}}$ and $\mathbf{S4}^{\mathsf{Horn}}$. When formulas are in the Horn-box fragment, by Theorem 4.3 we have that such a minimal model is pre-linear and of size bounded by either the length or the modal depth of the formula. Thus, checking the queries can be done in polynomial deterministic time. Proving that the satisfiability problem of $\mathbf{K}^{\mathsf{Horn}}$ and $\mathbf{K4}^{\mathsf{Horn}}$ is in P requires a more involved reduction. The results of [Ngu00] do not apply, since they cover only serial and almost-serial modal logics. The work in [Ngu16] gives an algorithm for checking the satisfiability of a description logic called Horn-CPDL$_{reg}$. Such a logic subsumes $\mathbf{K}^{\mathsf{Horn}}$ and also $\mathbf{K4}^{\mathsf{Horn}}$, since transitivity is expressible in the language. When restricted to the Horn-box fragment, it is possible to show that the pseudo-model built by the algorithm respects Theorem 4.3, and thus that the complexity is in P. Finally, for every $\mathbf{L} \in \{\mathbf{K}, \mathbf{T}, \mathbf{K4}, \mathbf{S4}\}$, P-hardness follows from the fact that propositional Horn is already P-complete.

The above theorem establishes the complexity class of the satisfiability problem for all the considered fragments by reduction to a more expressive language. This is sufficient to prove P-completeness, but does not give a direct satisfiability-checking procedure. Hence, in the following we give a modular algorithm that builds a model for the formula without the need of translating it into a different language, and that is simple and easy to implement. Algorithms 1–6 defines such a modular procedure, and check the satisfiability of a set of clauses of $\mathbf{L}^{\mathsf{Horn}}$, for $\mathbf{L} \in \{\mathbf{K}, \mathbf{T}, \mathbf{K4}, \mathbf{S4}\}$, in polynomial time. We first prove its correctness and completeness in the simpler case of $\mathbf{K}^{\mathsf{Horn}}$, and then we specialise the argument for $\mathbf{K4}^{\mathsf{Horn}}$. We skip the formal proofs for $\mathbf{T}^{\mathsf{Horn}}$ and $\mathbf{S4}^{\mathsf{Horn}}$ since, as discussed above, they follows directly from [Ngu00].

Our decision procedure iteratively builds a structure $(W, H, L)$ that represents a candidate model for the formula, where $W$ is the set of world of the model, $H$ labels each world in $W$ with the set of formulas ‘to be further analyzed’ and $L$ labels each world $w$ with the set of formulas in $Cl(\varphi)$ that holds on $w$. We first prove that if HORNBOXSAT terminates with success, then the final structure indeed represents a model for $\varphi$.

**Lemma 4.5.** Let $\varphi$ be a $\mathbf{K}^{\mathsf{Horn}}$-formula. If HORNBOXSAT$(\mathbf{K}, \varphi)$ returns True, then $\varphi$ is satisfiable.

**Proof.** Assume that HORNBOXSAT$(\mathbf{K}, \varphi)$ returned True, and consider the triple $(W, H, L)$ as it has been built at the end of the execution. As before, we assume w.l.o.g. that

\footnote{Thanks to the anonymous referee for pointing this out.}
Algorithm 1 Main algorithm.

```plaintext
1: function HORNBoxSat(L, ϕ)
2:     W ← {w0}
3:     H(w0) ← {φ1, ..., φl}
4:     L(w0) ← {T}
5:     if L = K or L = T then
6:         N = md(ϕ)
7:     else if L = K4 or L = S4 then
8:         N = |ϕ|
9:     for d ← 0, ..., N do
10:        if L-Saturate(W, H, L) then
11:            W ← W ∪ {wd+1}
12:            H(wd+1) ← ∅
13:            L(wd+1) ← {T}
14:        else
15:            return Shorten(L, W, H, L, d)
16:     return True
```

Algorithm 2 Saturation procedure for K.

```plaintext
1: function K-Saturate(W, H, L)
2:     while something changes do
3:         let wk ∈ W, ψ ∈ H(wk)
4:         if wk−1 ∈ W and □ψ ∈ Cl(ϕ) then
5:             H(wk−1) ← H(wk−1) ∪ {□ψ}
6:         if ψ = p then
7:             H(wk) ← H(wk) \ {p}
8:             L(wk) ← L(wk) ∪ {p}
9:         else if ψ = □ξ then
10:            if wk+1 ∈ W then
11:                H(wk) ← H(wk) \ {□ξ}
12:                L(wk) ← L(wk) \ {□ξ}
13:                H(wk+1) ← H(wk+1) ∪ {ξ}
14:            else if ψ = λ1 ∧ ... ∧ λn → λ, λ ≠ ⊥ then
15:                if {λ1, ..., λn} ⊆ H(wk) ∪ L(wk) then
16:                    H(wk) ← (H(wk) ∪ {λ}) \ {ψ}
17:                    L(wk) ← L(wk) \ {ψ}
18:                else if ψ = λ1 ∧ ... ∧ λn → ⊥ then
19:                    if {λ1, ..., λn} ⊆ H(wk) ∪ L(wk) then
20:                        return False
21:     return True
```

φ = φ1 ∧ ... ∧ φl where each φi is a clause. We define a model M based on the frame (W, R), where R = {(wk, wk+1) | 0 ≤ k < |W| − 1}, and such that, for every w ∈ W, V(w) = L(w)|p. We want to prove that M, w0 ⊨ ϕ, where w0 is the root of the pre-linear model M. Suppose, by way of contradiction, that this is not the case, that is, suppose
As far as the completeness is concerned, it is convenient to introduce the following definitions.

Notice that the notion of compatibility compares structures and models of different size: in particular, it may be the case that the structure contains more worlds than $M$, and in this case, nothing is required on the ‘excess worlds’ that do not belong to the model. To prove that $M, w_0 \not\models \varphi_i$ for some $\varphi_i$. Assume that $\varphi_i = \Box^s (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda)$, and let $w_0, w_1, \ldots$ be the enumeration of the of worlds in $W$. Clearly, $w_s \in W$, as in the opposite case, the clause would be trivially satisfied. Hence, we have that $M, w_s \models \lambda_1 \land \ldots \land \lambda_n$ but $M, w_s \not\models \lambda$.

Since $w_s \in W$, the for cycle of the main procedure has run enough times to create $w_s$, and since $K$-SATURATE has been executed after that $w_s$ has been created, $(\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda)$ has been inserted in $H(w_s)$ (lines 9-13). We first show that, for every positive literal $\lambda_j$ in the head of the clause, we have $\lambda_j \in H(w_s) \cup L(w_s)$. If $\lambda_j = p$, then, since $M, w_s \models p$ we have that $p \in L(w_s)$ by the definition of $M$. If $\lambda_j = \Box^m p$, since we know that $M, w_s \models \lambda_j$, it must be that either $M, w_{s+m} \models p$, that is, $p \in L(w_{s+m})$, or $s + m > |W| - 1$. Suppose, first, that $s + m > |W| - 1$. This means that the for cycle of the main procedure has been interrupted before reaching the value $md(\varphi)$ (which is the limit in the case of $L = K$), and that SHORTEN has been executed, returning True. Observe that SHORTEN may have eliminated several worlds, but immediately before returning True, it has eliminated the world $w_{|W|}$. At precisely this moment, $\Box p, \Box \Box p, \ldots, \Box^m p$ have been inserted into $H(w_{|W|-1})$ (line 6). Since $s \leq |W| - 1 < s + m$, we have that $(|W| - 1) - s \leq m$, which, in turn, implies that the last execution of $K$-SATURATE must have inserted $\Box^m p \in H(w_s)$ (lines 4-5). When $w_{s+m} \in W$, a similar argument proves, again, that $\Box^m p \in H(w_s)$. Either way, $\lambda_j \in L(w_s)$. Since every positive literal in the body of the clause $(\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda)$ belongs to $H(w_s)$, we have that some execution of $K$-SATURATE must have put $\lambda \in H(w_s)$ (lines 14-17). If $\lambda = p$, within the same execution of $K$-SATURATE we would have that $p \in L(w_s)$ (lines 6-8), and thus that $M, w_s \models p$, which contradicts the hypothesis that $M$ does not satisfy the formula. Now, if $\lambda = \Box^m p$, then, since $|W| \geq s + m + 1$ (otherwise $M, w_s \models \lambda$ trivially, which is in contradiction with our hypothesis), the execution of $K$-SATURATE that takes place at the moment of creation of the point $w_{s+m}$ puts $p \in L(w_{s+m})$, which, again, contradicts our hypothesis. In all cases we have a contradiction and thus we have proved that $M, w_0 \not\models \varphi$. □

As far as the completeness is concerned, it is convenient to introduce the following definitions.

Let $M$ be a pre-linear model built on a frame $(W', R')$. We can assume w.l.o.g. that the frame has a single path with no loops: if $M$ is a looping model, we can unfold it to obtain a model based on a single (infinite) path. We say that a structure $(W, H, L)$ is compatible with $M$ if, for every $i < \min(|W|, |W'|)$ we have that $\psi \in H(w_i) \cup L(w_i)$ implies that $M, w_i' \models \psi$. Notice that the notion of compatibility compares structures and models of different size: in particular, it may be the case that the structure contains more worlds than $M$, and in this case, nothing is required on the ‘excess worlds’ that do not belong to the model.
Lemma 4.6. Let $M$ be a pre-linear model, and let $(W, H, L)$ be a structure compatible with $M$. Then the structure obtained after the execution of $\text{K-Saturate}(W, H, L)$ is compatible with $M$.

Proof. We prove the claim by showing that after every iteration of the while loop the structure $(W, H, L)$ remains compatible with $M$. From now on, we identify the worlds of the structure $(W, H, L)$ as $w_0, w_1, \ldots$, and the worlds in $M$ as $w'_0, w'_1, \ldots$. Let $w_k \in W$ and $\psi \in H(w_k)$ be respectively the world and the formula selected by the let statement of line 3. If the corresponding $w'_k$ is not a world of $M$, then the property trivially holds. Otherwise, we proceed by following the pseudocode of $\text{K-Saturate}$. After selecting the world $w_k$ and the formula $\psi$, the iteration of the while loop proceeds with lines 4–5 that inserts $\Box \psi \in H(w_{k-1})$ if the predecessor $w_{k-1}$ of $w_k$ exists and $\Box \psi \in Cl(\phi)$. By inductive hypothesis, since $\psi$ was already in $H(w) \cup L(w)$, it was already true that $M, w'_k \models \psi$. Since $M$ is a pre-linear model, we also have that $M, w'_{k-1} \models \Box \psi$ (if $w'_k \neq w'_0$), as required by the fact that now $\Box \psi \in H(w_{k-1}) \cup L(w_{k-1})$. The other steps depend on the structure of $\psi$. If $\psi = p$, then lines 6–8 move $\psi$ from $H(w_k)$ to $L(w_k)$. By inductive hypothesis, since $p$ was already in $H(w) \cup L(w)$, it was already true that $M, w'_k \models p$. If $\psi = \Box \xi$, then two cases arise. If there is no successor of $w_k$, then nothing changes and the property is trivially respected. If there exists a successor $w'_{k+1}$ of $w_k$, then lines 10–13 move $\Box \xi$ from $H(w_k)$ to $L(w_k)$, and insert $\xi \in H(w_{k+1})$. By inductive hypothesis, $M, w'_k \models \Box \xi$, and, if the successor $w'_{k+1}$ exists in $M, M, w'_{k+1} \models \xi$, as required (when the successor exists in the structure but not in $M$ nothing is required). If $\psi = \lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda$, then two cases arise. If $\lambda_j \notin H(w_k) \cup L(w_k)$ for some $\lambda_j$, then the structure remains unchanged, and the property trivially follows. If, on the other hand, each $\lambda_j \in H(w_k) \cup L(w_k)$, lines 14–17 move $\lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda$ from $H(w_k)$ to $L(w_k)$ and insert $\lambda \in H(w_k)$. By inductive hypothesis, $M, w'_k \models (\lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \lambda)$ and $M, w'_k \models \lambda_j$ for each antecedent $\lambda_j$, which means that $M, w'_k \models \lambda$, as we wanted. Finally, if $\psi = \lambda_1 \wedge \ldots \wedge \lambda_n \rightarrow \bot$, then we know that it is not the case that each antecedent $\lambda_j$ is in $H(w_k) \cup L(w_k)$ (otherwise, by inductive hypothesis, we would have that $M, w'_k \models \bot$, which is a contradiction). So, since there exists at least one $\lambda_j \notin H(w_k) \cup L(w_k)$, the labelling does not change, and the property trivially follows.

Lemma 4.7. Let $\varphi$ be a $\text{K}^{\text{Horn,} \Box}$-formula. If $\varphi$ is satisfiable, then $\text{HornBoxSat}(\text{K}, \varphi)$ returns True.

Proof. Assume that $\varphi = \varphi_1 \wedge \ldots \wedge \varphi_l$ is satisfiable: we want to prove that $\text{HornBoxSat}(\text{K}, \varphi)$ returns True. Thanks to Theorem 4.3, we can then ensure that $\varphi$ has a pre-linear model of size $md(\varphi) + 1$ at most. Among all such pre-linear models that satisfy $\varphi$, consider the biggest one, and let us call it $M$ (with root $w_0$). Without losing any generality, we can assume that $M$ has no loops\footnote{If $M$ has a loop, we can unfold it and then take the submodel $M'$ containing only the worlds accessible from $w_0$ in at most $md(\varphi)$ steps: we know from [BvBW06] that $M'$ is still a model of the formula.}, and we denote the worlds $w_0, w_1, \ldots$ in $M$ and in the structure $(W, H, L)$ which is built during the execution of $\text{HornBoxSat}(\text{K}, \varphi)$ in the same way. We now prove that at every execution step the structure $(W, H, L)$ is compatible with $M$. Lines 2-4 of $\text{HornBoxSat}$ initialize $(W, H, L)$ to the one-world structure such that $H(w_0) = \{\varphi_1, \ldots, \varphi_l\}$ and $L(w_0) = \{\top\}$. Since $M, w_0 \models \varphi$, the initial structure is trivially compatible with $M$.\hfill \Box
Algorithm 4 Saturation procedure for K4.

1: function K4-Saturate(W, H, L)
2:   while something changes do
3:     let \( w_k \in W, \psi \in H(w_k) \)
4:     if \( w_k = w_N \) and \( \Box \psi \in CI(\varphi) \) then
5:       \( H(w_k) \leftarrow H(w_k) \cup \{ \Box \psi \} \)
6:     if \( w_{k-1} \in W \) and \( \Box \psi \in CI(\varphi) \) then
7:       if \( \Box \psi \in H(w_k) \cup L(w_k) \) then
8:         \( H(w_{k-1}) \leftarrow H(w_{k-1}) \cup \{ \Box \psi \} \)
9:     if \( \psi = p \) then
10:          \( H(w_k) \leftarrow H(w_k) \setminus \{ p \} \)
11:          \( L(w_k) \leftarrow L(w_k) \cup \{ p \} \)
12:     else if \( \psi = \Box \xi \) then
13:       if \( w_{k+1} \in W \) then
14:         \( H(w_k) \leftarrow H(w_k) \setminus \{ \Box \xi \} \)
15:         \( L(w_k) \leftarrow L(w_k) \cup \{ \Box \xi \} \)
16:       else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda, \lambda \neq \bot \) then
17:         if \( \{ \lambda_1, \ldots, \lambda_n \} \subseteq H(w_k) \cup L(w_k) \) then
18:           \( H(w_k) \leftarrow (H(w_k) \cup \{ \lambda \}) \setminus \{ \psi \} \)
19:           \( L(w_k) \leftarrow L(w_k) \cup \{ \psi \} \)
20:         else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \bot \) then
21:           if \( \{ \lambda_1, \ldots, \lambda_n \} \subseteq H(w_k) \cup L(w_k) \) then
22:             return False
23:   return True

Consider, now, the generic iteration of the for loop of lines 9–15. By Lemma 4.6 we have that the call to K-Saturate\((W, H, L)\) (line 10) builds a compatible structure. If it returns True, then a new point \( w_{d+1} \) is added and labelled with \( \top \): the resulting \((W, H, L)\) is trivially compatible. Assume, now, that \(|W| = md(\varphi) + 1\): in this case, we have just proved that K-Saturate never returned False, and that the for loop of the main procedure comes to an end. This implies that HornBoxSat\((K, \varphi)\) returns True, and the claim is proved. On the other hand, assume that \(|W| < md(\varphi) + 1\). Two cases may arise: either the for loop of the main procedure comes to an end, and HornBoxSat\((K, \varphi)\) returns True, as required, or at some iteration K-Saturate returns False. Since the structure \((W, H, L)\) is always compatible, this second case can only happen for some value of \( d > |W| \), and Shorten is executed on a structure bigger than \( M \). The procedure starts eliminating worlds from the last one. Let us focus on the elimination of the world \( w_{|W|} \) (the last “excess world” of the structure): line 6 of Shorten adds every positive literal of the type \( \Box^m \lambda \in CI(\varphi) \) \( (m \geq 1) \) in \( H(w_{|W|-1}) \). Now, observe that \( M, w_{|W|-1} \Vdash \Box^m \lambda \) because \( w_{|W|-1} \) is the last world; therefore, the structure \((W, H, L)\) is still compatible. As a consequence, the execution of Saturate (line 7) must return True, Shorten terminates and returns True and hence HornBoxSat\((K, \varphi)\) returns True as well. \(\square\)
Algorithm 5 Saturation procedure for T.

1: function T-Saturate(W, H, L)
2:  while something changes do
3:      let \( w_k \in W \), \( \psi \in H(w_k) \)
4:      if \( w_{k-1} \in W \) and \( \Box \psi \in \text{Cl}(\varphi) \) then
5:          if \( \psi \in H(w_{k-1}) \cup L(w_{k-1}) \) then
6:              \( H(w_k) \leftarrow H(w_{k-1}) \cup \{ \Box \psi \} \)
7:          if \( \psi = p \) then
8:              \( H(w_k) \leftarrow H(w_k) \setminus \{ p \} \)
9:          else if \( \psi = \Box \xi \) then
10:             \( H(w_k) \leftarrow H(w_k) \cup \{ \xi \} \)
11:      if \( w_{k+1} \in W \) then
12:          \( H(w_k) \leftarrow H(w_k) \setminus \{ \Box \xi \} \)
13:          \( L(w_k) \leftarrow L(w_k) \cup \{ \Box \xi \} \)
14:          \( H(w_{k+1}) \leftarrow H(w_{k+1}) \cup \{ \xi \} \)
15:      else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda, \lambda \neq \bot \) then
16:          if \( \{ \lambda_1, \ldots, \lambda_n \} \subseteq H(w_k) \cup L(w_k) \) then
17:              \( H(w_k) \leftarrow (H(w_k) \cup \{ \lambda \}) \setminus \{ \psi \} \)
18:              \( L(w_k) \leftarrow L(w_k) \cup \{ \psi \} \)
19:      else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \bot \) then
20:          if \( \{ \lambda_1, \ldots, \lambda_n \} \subseteq H(w_k) \cup L(w_k) \) then
21:              return False
22:  return True

As we have already mentioned, HORNBoxSat can test the satisfiability of sets of clauses also in the cases of the axiomatic extensions T, K4, and S4. The main procedure remains the same, while the number of iterations of the for loop, as well as the saturation procedure, change. Algorithms 4–6 show the pseudocode of the specialized L-Saturate procedures. They differ from K-Saturate and from each other by the lines of code that are highlighted, that implement rules for the \( \Box \)-formulas that reflect the different properties of the accessibility relation (reflexive, transitive, reflexive and transitive). Consider for instance the procedure K4-Saturate described in Algorithm 4. Lines 4–5 are added to deal with the self-loop in the last world \( w_N \) of the model, that allows the procedure to represent an infinite model. Lines 7–8 propagate \( \Box \)-formulas to the predecessor of the current world respecting transitivity (\( \Box \psi \) holds on \( w_{k-1} \) if both \( \psi \) and \( \Box \psi \) hold on \( w_k \)), while line 16 propagates \( \Box \)-formulas forward respecting transitivity (if \( \Box \psi \) holds on the current world, then both \( \psi \) and \( \Box \psi \) hold on the successor). In the case of T-Saturate, backward and forward propagation of \( \Box \)-formulas are modified to respect reflexivity (\( \Box \psi \) holds on a world \( w_k \), if \( \psi \) holds on both \( w_k \) and its successor \( w_{k+1} \)), while S4-Saturate is obtained by merging the two saturation procedures for K4 and T.

Correctness and completeness of HORNBoxSat for the three axiomatic extensions can be proved by adapting the proofs for the basic language K. Let us start with correctness.

Lemma 4.8. Let \( L \in \{ T, K4, S4 \} \) and let \( \varphi \) be a \( L^{\text{Horn}, \Box} \)-formula. If HORNBoxSat(\( L, \varphi \)) returns True, then \( \varphi \) is \( L^{\text{Horn}, \Box} \)-satisfiable.
Algorithm 6 Saturation procedure for S4.

1: function S4-SATURATE(W, H, L)
2:     while something changes do
3:         let \( w_k \in W, \psi \in H(w_k) \)
4:         if \( w_{k-1} \in W \) and \( \Box \psi \in Cl(\varphi) \) then
5:             if \( \Box \psi \in H(w_k) \cup L(w_k) \) then
6:                 if \( \psi \in H(w_{k-1}) \cup L(w_{k-1}) \) then
7:                     \( H(w_{i-1}) \leftarrow H(w_{i-1}) \cup \{ \Box \psi \} \)
8:                     \( H(w_{j-1}) \leftarrow H(w_{j-1}) \cup \{ \psi \} \)
9:                     \( L(w_{j-1}) \leftarrow L(w_{j-1}) \cup \{ \Box \psi \} \)
10:            \( H(w_k) \leftarrow H(w_k) \setminus \{ p \} \)
11:            \( L(w_k) \leftarrow L(w_k) \setminus \{ p \} \)
12:         else if \( \psi = \Box \xi \) then
13:             \( H(w_k) \leftarrow H(w_k) \cup \{ \xi \} \)
14:             \( H(w_{k+1}) \leftarrow H(w_{k+1}) \cup \{ \xi, \Box \xi \} \)
15:         if \( w_{k+1} \in W \) then
16:             \( H(w_k) \leftarrow H(w_k) \setminus \{ \Box \xi \} \)
17:             \( L(w_k) \leftarrow L(w_k) \setminus \{ \Box \xi \} \)
18:         else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda, \lambda \neq \bot \) then
19:             if \( \{ \lambda_1, \ldots, \lambda_n \} \subseteq H(w_k) \cup L(w_k) \) then
20:                 \( H(w_k) \leftarrow (H(w_k) \cup \{ \lambda \}) \setminus \{ \psi \} \)
21:             \( L(w_k) \leftarrow L(w_k) \setminus \{ \psi \} \)
22:         else if \( \psi = \lambda_1 \land \ldots \land \lambda_n \rightarrow \bot \) then
23:             return False
24: return True

Proof. To prove the claim we assume that \( \varphi = \varphi_1 \land \ldots \land \varphi_l \) and we consider the three cases of \( L = T, L = K4, \) and \( L = S4. \)

Let us prove, first, the case \( L = T. \) Assume that HornBoxSat(T, \( \varphi \)) returned True, and consider the structure \((W, H, L)\) as it has been built at the end of the execution. We define a model \( M \) based on the frame \((W, R^\Box)\), where \( R^\Box \) is the reflexive closure of the relation \( R = \{(w_k, w_{k+1}), \mid 0 \leq k < |W| - 1\} \), and such that, for every \( w \in W, V(w) = L(w)\). We want to prove that \( M, w_0 \models \varphi \), where \( w_0 \) is the root of the pre-linear T-model \( M \). Suppose, by way of contradiction, that this is not the case, that is, suppose that \( M, w_0 \not\models \varphi_i \) for some \( \varphi_i \). Assume that \( \varphi_i = \Box^t(\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \), and let \( w_0, w_1, \ldots \) be the enumeration of the of worlds in \( W \). By the reflexivity of \( R^\Box \) we have that there exists \( w_t \in W \), with \( t \leq s \), such that \( M, w_t \models \lambda_1 \land \ldots \land \lambda_n \) but \( M, w_t \not\models \lambda \). Since \( w_t \in W \), the for cycle of the main procedure has run enough times to create \( w_t \), and since T-SATURATE has been executed when \( w_t \) has been created, \( \lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda \) has been inserted in \( H(w_t) \) (lines 10-15). We first show that, for every positive literal \( \lambda_j \) in the head of the clause, we have \( \lambda_j \in H(w_t) \cup L(w_t) \). If \( \lambda_j = p \), then, since \( M, w_t \models p \) we have that \( p \in L(w_t) \) by the definition of \( M \). If \( \lambda_j = \Box^m p, \) since we know that \( M, w_t \models p \), it must be that \( M, w_{t+u} \models p \) for each \( 0 \leq u \leq m \), that is, \( p \in L(w_{t+m}) \). We distinguish between two cases: either \( w_{t+m} \in W \) or \( t + m > |W| - 1 \). Suppose, first, that \( t + m > |W| - 1 \). This means that the for cycle of the main procedure has been interrupted before reaching the value \( md(\varphi) \) (which is the limit also in the case of \( L = T \)), and that Shorten has been executed, returning True. Observe that Shorten may
have eliminated several worlds, but immediately before returning True, it has eliminated the world \( w_{|W|} \). At precisely this moment, \( \Box p, \Box \Box p, \ldots, \Box^m p \) have been inserted into \( H(w_{|W|-1}) \) (line 6). Since \( t \leq |W| - 1 < t + m \), we have that \( (|W| - 1) - t \leq m \), which, in turn, implies that the last execution of \( T\text{-SATURATE} \) must have inserted \( \Box^m p \in H(w_t) \) (lines 4-6). When \( w_{t+m} \in W \), a similar argument proves, again, that \( \Box^m p \in H(w_t) \). Either way, \( \lambda_j \in L(w_t) \).

Since every positive literal in the body of the clause \( (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \) belongs to \( H(w_t) \), we have that some execution of \( T\text{-SATURATE} \) must have put \( \lambda \in H(w_t) \) (lines 16-19). If \( \lambda = p \), within the same execution of \( T\text{-SATURATE} \) we would have that \( p \in L(w_t) \) (lines 7-9), and thus that \( M, w_t \models p \), which contradicts the hypothesis that \( M \) does not satisfy the formula. Now, if \( \lambda = \Box^m p \), then the executions of \( T\text{-SATURATE} \) that take place at the moment of creation of every point \( w_{t+u} \), for \( 0 \leq u \leq m \), put \( p \in L(w_{t+u}) \). By the reflexivity of \( R^\Box \), this implies that \( M, w_t \models \Box^m p \), which, again, contradicts our hypothesis. In all cases we have a contradiction and thus we have proved that \( M, w_0 \models \varphi \).

We show now that the claim holds for \( L = \textbf{K4} \). Assume that \( \text{HORNBOXSAT(K4, } \varphi \text{)} \) returned True, and consider the structure \( (W, H, L) \) as it has been built at the end of the execution. We define a pre-linear \( \textbf{K4} \)-model \( M \) based on the final structure by distinguishing two cases: either the for loop of the main procedure has come to an end, or it has been interrupted and \( \text{SHORTEN} \) has been executed, returning True. In the former case the final \( W \) has \( |\varphi| + 1 \) worlds, and the structure represents a looping model: \( M \) is built on the frame \( (W, R) \) where \( R = \{(w_{i'}, w_{i'}) \mid k' \leq k'' \text{ or } k' = k'' = |\varphi| \} \) (notice that \( R \) self-loops on \( w_{|\varphi|} \)).

In the latter case (\( \text{SHORTEN} \) is executed) we have that \( |W| \leq |\varphi| \), and the structure represents a finite model with no loops: \( M \) is built on the frame \( (W, R) \) where \( R = \{(w_i, w_j) \mid i \leq j \} \).

In both cases, for every \( w \in W \) we define the valuation as \( V(w) = L(w)|^p \). We want to prove that \( M, w_0 \models \varphi \), where \( w_0 \) is the root of the pre-linear \( \textbf{K4} \)-model \( M \). We prove the correctness of the procedure only for the case of a ‘looping’ pre-linear model. The case of a non-looping model is simpler and can be proved in the very same way. Suppose, by way of contradiction, that \( M, w_0 \not\models \varphi_i \) for some clause \( \varphi_i \). Assume that \( \varphi_i = \Box^s(\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \), and let \( w_0, w_1, \ldots \) be the enumeration of the of worlds in \( W \). Hence, we have that there exists \( w_t \in W \), for some \( t \geq s \), such that \( M, w_t \models \lambda_1 \land \ldots \land \lambda_n \) but \( M, w_j \not\models \lambda \). Since \( w_t \in W \), the for cycle of the main procedure has run enough times to create \( w_t \), and since \( \textbf{K4-SATURATE} \) has been executed after that \( w_t \) has been created, \( (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \) has been inserted in \( H(w_t) \) (lines 12-16). We first show that, for every positive literal \( \lambda_j \) in the head of the clause, we have \( \lambda_j \in H(w_t) \cup L(w_t) \). If \( \lambda_j = p \), then, since \( M, w_t \models p \) we have that \( p \in L(w_t) \) by the definition of \( M \). If \( \lambda_j = \Box^m p \), since we know that \( M, w_t \models \lambda_j \), it must be the case that either \( t + m \leq |\varphi| \) and \( M, w_u \models p \) for each \( u \geq t + m \), or \( t + m > |\varphi| \) and \( M, w_{|\varphi|} \models p \) (because of the self-loop in the model). Suppose that we are in the latter case, and let \( N = |\varphi| < t + m \): since \( M, w_N \models p \), by the definition of \( M \) we have that \( p \in L(w_N) \). Hence, the last execution of \( \textbf{K4-SATURATE} \) must have executed lines 4-5, adding \( \Box p \) to \( H(w_N) \). But, from lines 4-5, we have that also \( \Box \Box p, \ldots, \Box^m p \) are in \( H(w_N) \), while from lines 6-8 we can conclude that \( \Box^m p \in H(w_t) \). When \( t + m \leq |\varphi| \), a similar argument allow us to conclude that also in this case \( \lambda_j \in H(w_t) \). Since every positive literal in the body of the clause \( (\lambda_1 \land \ldots \land \lambda_n \rightarrow \lambda) \) belongs to \( H(w_t) \), we have that some execution of \( \textbf{K4-SATURATE} \) must have put \( \lambda \in H(w_t) \) (lines 17-20). If \( \lambda = p \), within the same execution of \( \textbf{K4-SATURATE} \) we would have that \( p \in L(w_t) \) (lines 9-11), and thus that \( M, w_t \models p \), which contradicts the hypothesis that \( M \) does not satisfy the clause. Conversely, if \( \lambda = \Box^m p \), then, the execution of \( \textbf{K4-SATURATE} \) that takes place either at the moment of creation of the point \( w_{t+m} \) (when \( t + m \leq N \)), or at the creation of the point \( w_N \),
(when \( t + m > N \)) puts \( p \) respectively in \( L(w_{t+m}) \) or \( L(w_N) \), which, again, contradicts our hypothesis. In all cases we have a contradiction and thus we have proved that \( M, w_0 \models \varphi \).

Finally, the case of \( L = S4 \) can be proved by combining the proofs for \( T \) and \( K4 \).

The definition of compatibility of a pre-linear non-looping \( K \)-model \( M \) with respect to a structure \((W, H, L)\) given above applies also to pre-linear reflexive, transitive, and reflexive and transitive models. The following lemma shows that the saturation procedures preserve compatibility also for \( T, K4, \) and \( S4 \).

**Lemma 4.9.** Let \( L \in \{ T, K4, S4 \} \), let \( M \) be a pre-linear \( L \)-model, and let \((W, H, L)\) be a structure compatible with \( M \). Then the structure obtained after the execution of \( L\text{-Saturate}(W, H, L) \) is compatible with \( M \).

**Proof.** We first show that the claim holds for \( L = T \). We proceed as in the proof of Lemma 4.6 to show that after every iteration of the \( \textbf{while} \) loop the structure \((W, H, L)\) remains compatible with \( M \). From now on, we assume that \( M \) has no loops and we identify the worlds of the structure \((W, H, L)\) as \( w_0, w_1, \ldots \), and the worlds in \( M \) as \( w'_0, w'_1, \ldots \). Let \( w_k \in W \) and \( \psi \in H(w_k) \) be respectively the world and the formula selected by the \( \textbf{let} \) statement of line 3. If the corresponding \( w'_k \) is not a world of \( M \), then the property trivially holds. Otherwise, we proceed by following the pseudocode. Lines 4–6 insert \( \Box \psi \in H(w_{k-1}) \) if the predecessor \( w_{k-1} \) of \( w_k \) exists, \( \Box \psi \in Cl(\varphi) \) and \( \psi \in H(w_{k-1}) \cup L(w_{k-1}) \). By inductive hypothesis, since \( \psi \) was already in \( H(w_k) \cup L(w_k) \) and in \( H(w_{k-1}) \cup L(w_{k-1}) \), it was already true that \( M, w'_k \models \psi \) and \( M, w_{k-1} \models \Box \psi \). Since \( M \) is a reflexive pre-linear model, we also have that \( M, w'_{k-1} \models \Box \psi \), as required by the fact that now \( \Box \psi \in H(w_{k-1}) \cup L(w_{k-1}) \). The other steps depend on the structure of \( \psi \). If \( \psi = p \), then lines 7–9 move \( \psi \) from \( H(w_k) \) to \( L(w_k) \).

By inductive hypothesis, since \( p \) was already in \( H(w_k) \cup L(w_k) \), it was already true that \( M, w'_k \models p \). If \( \psi = \Box \xi \), then line 11 inserts \( \xi \) in \( H(w_k) \). Moreover, if there exists a successor \( w_{k+1} \) of \( w_k \), then lines 12–15 move \( \Box \xi \) from \( H(w_k) \) to \( L(w_k) \), and insert \( \xi \in H(w_{k+1}) \). By inductive hypothesis, \( M, w'_k \models \Box \xi \); by reflexivity, this means that \( M, w'_{k+1} \models \xi \) and that, if the successor \( w'_{k+1} \) exists in \( M, w'_{k+1} \models \xi \), as required. The proof for the cases when \( \psi \) is a clause is similar to Lemma 4.6.

Let us prove now that the claim holds for \( L = K4 \). We proceed as before to show that after every iteration of the \( \textbf{while} \) loop the structure \((W, H, L)\) remains compatible with \( M \). Again, let \( w_k \in W \) and \( \psi \in H(w_k) \) be respectively the world and the formula selected by the \( \textbf{let} \) statement of line 3. If the corresponding \( w'_k \) is not a world of \( M \), then the property trivially holds. Otherwise, we proceed by following the pseudocode by considering lines 4–5 that inserts \( \Box \psi \in H(w_N) \) if \( \Box \psi \in Cl(\varphi) \) and \( \psi \in H(w_N) \cup L(w_N) \). By inductive hypothesis, since \( \psi \) was already in \( H(w_N) \cup L(w_N) \), it was already true that \( M, w'_N \models \psi \). Since \( w_N \) is the last world of a looping model we also have that \( M, w'_N \models \Box \psi \), as required by the fact that now \( \Box \psi \in H(w_N) \cup L(w_N) \). Then, lines 6–8 insert \( \Box \psi \in H(w_{k-1}) \) if the predecessor \( w_{k-1} \) of \( w_k \) exists, \( \Box \psi \in Cl(\varphi) \) and \( \psi \in H(w_k) \cup L(w_k) \). By inductive hypothesis, since \( \psi \) and \( \Box \xi \) were already in \( H(w_k) \cup L(w_k) \), it was already true that \( M, w'_k \models \psi \) and \( M, w'_k \models \Box \psi \). Since \( M \) is a transitive pre-linear model, we also have that \( M, w'_{k-1} \models \Box \psi \), as required by the fact that now \( \Box \psi \in H(w_{k-1}) \cup L(w_{k-1}) \). The other steps depend on the structure of \( \psi \). If \( \psi = p \), then lines 9–11 move \( \psi \) from \( H(w_k) \) to \( L(w_k) \).

By inductive hypothesis, since \( p \) was in \( H(w_k) \cup L(w_k) \), it was already true that \( M, w'_k \models p \). In the case \( \psi = \Box \xi \), if there exists a successor \( w_{k+1} \) of \( w_k \), then lines 13–16 move \( \Box \xi \) from \( H(w_k) \) to \( L(w_k) \), and insert \( \xi \in H(w_{k+1}) \). By inductive hypothesis, \( M, w'_k \models \Box \xi \), which imply that \( M, w'_{k+1} \models \xi \) and \( M'_{k+1} \models \Box \xi \), as we wanted. The rest of the cases are treated as in Lemma 4.6.

\( \square \)
Once we have proved that \( L\)-Sat\( u\)r\( a\)t\( e \) preserves compatibility, proving that HornBoxSat is complete becomes straightforward.

**Lemma 4.10.** Let \( L \in \{ T, K_4, S_4 \} \) and let \( \varphi \) be a \( L^{Horn,\square} \)-formula. If \( \varphi \) is satisfiable then HornBoxSat\( (L, \varphi) \) returns True.

**Proof.** We can proceed as in the proof of Lemma 4.7. We assume that \( \varphi \) is satisfiable, and thanks to Theorem 4.3, we know that there exist some pre-linear models of size bounded either by \( md(\varphi) + 1 \) (for \( T \)) or by \(|\varphi|\) (for \( K_4 \) and \( S_4 \)). Since our procedure starts iterating from a structure \((W, H, L)\) compatible with \( M \), and since \( L\)-Sat\( u\)r\( a\)t\( e \) preserves compatibility (Lemma 4.9), we can prove, as in Lemma 4.7, that HornBoxSat\( (L, \varphi) \) builds the longest model \( M \) of \( \varphi \), and therefore returns True.

The following theorem summarises the above results and shows that the procedure is correct, complete and polynomial for all the considered languages.

**Theorem 4.11.** Let \( L \in \{ K, T, K_4, S_4 \} \) and let \( \varphi \) be a \( L^{Horn,\square} \)-formula. Then, the procedure HornBoxSat\( (L, \varphi) \) is correct, complete and terminates within \( O(poly(|\varphi|)) \) time.

**Proof.** Correctness and completeness of HornBoxSat follows from Lemma 4.5 and 4.7 when \( L = K \) and from Lemma 4.8 and 4.10 when \( L \in \{ T, K_4, S_4 \} \).

As for the time complexity of the procedure, we observe that the most external cycle runs \( O(|\varphi|) \) times in the worst case. The dimension of the candidate models grows from 1 to \( O(|\varphi|) \) points, and, then, down to 1 again; in the \( H \) component of each point there are, at most, \( O(|\varphi|) \) formulas on which Saturate has effect. Therefore, the total time spent is \( O(|\varphi|) \cdot 2 \cdot \Sigma_{i=1}^{O(|\varphi|)} i = O(|\varphi|^3) \), which is polynomial in \(|\varphi|\).

We conclude this section by studying the particular case of the fragment \( K^{\square,\square} \). The results obtained so far allow us only to fix the complexity of the satisfiability problem in these cases between NLogSpace and P, the lower bound being a consequence of the NLogSpace-completeness of the satisfiability problem for binary propositional clauses (i.e., the 2SAT problem [Pap03]). We want to prove that the satisfiability problem for \( K^{\square,\square} \), the satisfiability problem is, in fact, NLogSpace-complete; to this end, we extend the algorithm for 2SAT. The standard algorithm to solve a 2SAT instance exploits the properties of the implication graph of the formula. An implication graph is a directed graph in which there is one vertex per propositional variable or negated variable, and an edge connecting one vertex to another whenever the corresponding variables are related by an implication in the formula. A propositional binary formula is unsatisfiable if and only if there exists a path in the implication graph that starts from a variable \( p \), leads to its negation \( \neg p \) and then goes back to \( p \). The NLogSpace algorithm simply guesses the variable \( p \) and search nondeterministically for the chain of implications that corresponds to such a contradictory path. An alternative, indirect way to obtain this result would be to explore the characteristics of SLD-resolution [Ngu03] under the Horn box restriction of \( K \).

In the implication graph of a \( K^{\square,\square} \)-formula the vertexes are pairs where the first component is a positive literal \( \lambda \) or its negation \( \neg \lambda \), and the second component is a natural number representing the depth of the world where \( \lambda \) (resp., \( \neg \lambda \)) holds, measured as the distance from the root of the model; it is worth to recall that \( K^{\square,\square} \), as \( K^{Horn,\square} \), enjoys the pre-linear model property, so that the notion of distance from the root makes perfect sense. The edges in the graph correspond either to implications in the formula (as in the propositional case), or to jumps from a world at some depth \( d \) to the world at depth \( d + 1 \) or \( d - 1 \). Thus,
given $\varphi \in \mathbf{K}^{\text{Horn}, \Box}$, where $\varphi_1, \ldots, \varphi_l$, and given a natural number $D \leq \text{md}(\varphi)$, we define the $D$-implication graph of $\varphi$ as a directed graph $G^D_\varphi = (V, E)$ where $V = \{(\lambda, d) \mid \lambda \in \text{Cl}(\varphi) \text{ or } \neg\lambda \in \text{Cl}(\varphi) \text{ and } 0 \leq d < D\}$, and: (i) $((\lambda, d), (\lambda', d), ((\neg\lambda', d), (\neg\lambda, d)) \in E$ if and only if $\varphi_1 = \Box^d(\neg\lambda \lor \lambda'$) for some $i$; (ii) $((\Box\lambda, d), (\lambda, d + 1)) \in E$ if and only if $d < D - 1$; (iii) $((\lambda, d), (\Box\lambda, d - 1)) \in E$ if and only if $d > 0$. The main property of the $D$-implication graph is that the formula on which built is unsatisfiable on (pre-linear) models of length $D$ if and only if there exists a cycle $\pi$ that starts and ends in some vertex $(\lambda, d)$ and visits the vertex $(\neg\lambda, d)$; in this case, $\pi$ is called contradictory cycle.

**Lemma 4.12.** Let $\varphi$ be a formula of $\mathbf{K}^{\text{Horn}, \Box}$. Then, if there exists a contradictory cycle $\pi$ in $G^D_\varphi$, then $\varphi$ is unsatisfiable on a linear model with precisely $D$ distinct worlds.

**Proof.** Let $\varphi$ be a formula of $\mathbf{K}^{\text{Horn}, \Box}$, and suppose that there exists a vertex $(\lambda, d)$ and a contradictory cycle $\pi = (\lambda_1, d_1), (\lambda_2, d_2), \ldots, (\lambda_i, d_i)$ in the implication graph $G^D_\varphi$ such that $(\lambda, d) = (\lambda_1, d_1)$. Suppose by contradiction that $\varphi$ is satisfiable on a pre-linear model $M$ with precisely $D$ distinct worlds such that $M, w_0 \models \varphi$. Two cases may arise: either $M, w_d \models \lambda$ or $M, w_d \models \neg\lambda$. We consider here only the former case (the latter one can be proved in exactly the same way), and we show that for every vertex $(\lambda_i, d_i) \in \pi$ it is the case that $M, w_{d_i} \models \lambda_i$. We proceed by induction on $i$. When $i = 1$ then $(\lambda_1, d_1) = (\lambda, d)$, and since $M, w_d \models \lambda$ the property trivially holds. Now, suppose that the property is true for the vertex $(\lambda_i, d_i)$, and consider the $i + 1$-th vertex $(\lambda_{i+1}, d_{i+1})$; three cases may arise:

- $d_{i+1} = d_i$: in this case we have that the clause $\Box^{d_i}(\neg\lambda_i \lor \lambda_{i+1})$ is a conjunct of $\varphi$. Since $M, w_0 \models \Box^{d_i}(\neg\lambda_i \lor \lambda_{i+1})$ and $w_i$ is at distance $d_i$ from $w_0$, we have that $M, w_{d_i} \models \neg\lambda_i \lor \lambda_{i+1}$. Since by inductive hypothesis we have that $M, w_{d_i} \models \lambda_i$, then, as we wanted, $M, w_{d_{i+1}} \models \lambda_{i+1}$.
- $d_{i+1} = d_i + 1$: in this case we have that either $\lambda_i = \Box\lambda$ or $\lambda_i = \neg\Box\lambda$. In the first case, the inductive hypothesis is that $M, w_{d_i} \models \Box \lambda$, which is to say that $M, w_{d_{i+1}} \models \lambda$, that is, $M, w_{d_{i+1}} \models \lambda_{i+1}$, as we wanted. In the second case the inductive hypothesis is that $M, w_{d_i} \models \neg\Box \lambda$, which is to say that $M, w_{d_{i+1}} \models \neg\lambda$, that is, $M, w_{d_{i+1}} \models \lambda_{i+1}$, as we wanted.
- $d_{i+1} = d_i - 1$: in this case we have that either $\lambda_{i+1} = \Box\lambda$ or $\lambda_{i+1} = \neg\Box\lambda$. In the first case, it must be that $\lambda_i = \lambda$; therefore, by inductive hypothesis, $M, w_{d_i} \models \lambda$, which is to say that $M, w_{d_{i-1}} \models \Box \lambda$ (since $M$ is a pre-linear model), that is, $M, w_{d_{i-1}} \models \lambda_{i+1}$, as we wanted. In the second case it must be that $\lambda_i = \neg\lambda$; therefore, by inductive hypothesis, $M, w_{d_i} \models \neg\lambda$, which is to say that $M, w_{d_i} \models \neg\Box \lambda$, that is, $M, w_{d_{i-1}} \models \lambda_{i+1}$, as we wanted. Since both $(\lambda, d)$ and $(\neg\lambda, d)$ belong to $\pi$, by the above property we have that $M, w_d \models \lambda$ and $M, w_d \models \neg\lambda$, and a contradiction is found. Hence, $\varphi$ cannot be satisfied in a pre-linear model with precisely $D$ distinct worlds. □

**Lemma 4.13.** Let $\varphi$ be a formula of $\mathbf{K}^{\text{Horn}, \Box}$. Then, if there is no contradictory cycle $\pi$ in $G^D_\varphi$, then $\varphi$ is satisfiable on a linear model with precisely $D$ distinct worlds.
Proof. Let \( \varphi \) be a formula of \( K^{\text{Horn}} \), and suppose that no contradictory cycle is in \( G^D_\varphi \). We show how to build a pre-linear model for \( \varphi \) with exactly \( D \) distinct worlds. Let \( W = \{ w_0, \ldots, w_{D-1} \} \), and let \( (w_i, w_{i+1}) \in R \) for each \( i \leq D - 1 \). Now, we have to show how to build a consistent evaluation for each world. As a preliminary step, we show the following property on the \( D \)-implication graph for \( \varphi \): if \( (\lambda, d) \leadsto (\lambda', d') \) (where \( \leadsto \) means that there is a path from \( (\lambda, d) \) to \( (\lambda', d') \)), then \( (\neg \lambda', d') \leadsto (\neg \lambda, d) \). We can prove this by induction on the length of the path. The base case is \( |\pi| = 2 \) (the case in which \( |\pi| = 1 \) is trivial), where three cases may arise:

- \( d = d' \). In this case, we have that the clause \( \Box^d(\neg \lambda \lor \lambda') \) is a conjunct of \( \varphi \); but the rules for the construction of the implication graph include the edge \( (\neg \lambda', d), (\neg \lambda, d) \) as well, and, thus, we have the claim.

- \( d' = d + 1 \). In this case we have that either \( \lambda = \Box \lambda' \), or \( \lambda = \neg \Box \lambda \) and \( \lambda' = \neg \lambda \). In the first case, the rules for the construction of the implication graph include the edge \( (\neg \lambda', d + 1), (\neg \Box \lambda', d) \), implying the claim; in the second case the rules for the construction of the implication graph include the edge \( (\lambda, d + 1), (\Box \lambda, d) \), implying, again, the claim.

- \( d' = d - 1 \). This case is completely symmetric to the above one.

The inductive case can be proved by using precisely the same rules; the property holds up to a certain length \( i \), and, then, a single application of the above cases leads to prove that it holds for the length \( i + 1 \). Now, we can build a function \( V^* : W \rightarrow 2^{\text{Cl}(\varphi)} \), as follows. Starting from the world \( w_0 \), we choose \( \lambda \in \text{Cl}(\varphi) \), and we set \( \lambda \in V(w_0) \) if and only if there is no path from \( (\lambda, 0) \) to \( (\neg \lambda, 0) \) in \( G^D_\varphi \). Then, for each \( (\lambda', d) \) reachable from \( (\lambda, 0) \) in \( G^D_\varphi \), we set \( \lambda' \in V(w_d) \). We now repeat the same process for each \( \lambda' \in \text{Cl}(\varphi) \) for which a decision for \( w_0 \) has not been taken yet. Finally, we repeat all three steps for each \( w_d \in W \). At this point, we can synthesize an evaluation \( V : W \rightarrow 2^P \) from \( V^* \) by simply projecting \( V^* \) over the propositional letters. Since the above property implies that such a labeling is contradiction-free, it is easy to see that \( M, w_0 \models \varphi \).

The above lemmas can be then immediately used to devise a non-deterministic algorithm for \( K^{\text{core}} \): we simply guess the length of the candidate model \( D \leq \text{md}(\varphi) \), and we check that no contradictory cycle exists, which proves that \( \varphi \) has a pre-linear model of dimension \( D \). Then, the following result holds.

**Theorem 4.14.** The satisfiability problem for \( K^{\text{core}} \) is NLOGSPACE-complete.

**Proof.** The fact that the satisfiability problem for \( L^{\text{core}} \) is in NLOGSPACE is a consequence of the above argument and the fact that checking the non-existence of a cycle in a direct graph is NLOGSPACE. To avoid the explicit construction of the entire graph, that would require a polynomial amount of space, the NLOGSPACE algorithm simulates the construction and checks for the non-existence of contradictory cycles on-the-fly. In [Pap03] NLOGSPACE-hardness of 2SAT is proved by reducing the unreachability problem on acyclic graphs to 2SAT. Since the formula used for the reduction includes only clauses of the form \( (\neg p \lor q), p, \) and \( \neg p \), it is indeed a formula of the core fragment of propositional logic. Hence, NLOGSPACE-hardness of \( L^{\text{core}} \) immediately follows. 

The complexity results of this of this section can be seen in Fig. 4.
5. Conclusions

In this paper, we considered the expressive power and complexity of sub-propositional
fragments of the basic modal logics of all directed graphs (K) and its axiomatic reflexive
(T), transitive (K4), and reflexive and transitive (S4) extensions. The relative expressive
power and the complexity results of the sub-propositional fragments of modal logic studied
in this paper is depicted in Figures 3 and 4, respectively. In most cases relative expressivity
coincides with syntactical containment, with the notable exception of the Krom fragments,
that are expressively equivalent, but not weakly expressively equivalent. Because of our
very general approach for comparing the expressive power of languages, most of our result
can be transferred to other sub-propositional modal logics such as the fragments of LTL
without Since and Until studied in [AKRZ13] and the sub-propositional fragments of HS
[AKRZ15, BKMV +17, BMS14]. To the best of our knowledge, this is the first work where
sub-Krom and sub-Horn fragments of these modal logics have been considered. Concerning
complexity, starting from the known result that every modal logic between K and S4 is still
PSPACE-complete even under the Horn restriction [Ngu04] (in opposition to the case of S5,
which goes from NP-complete to P-complete), we proved that eliminating the use of diamonds
in Horn formulas reduces the complexity of the satisfiability problem in all considered cases;
some of our results can be also proved by using the machinery in [Ngu00, Ngu16], which,
on the other hand, does not immediately provide an implementable satisfiability-checking
procedure. We proved that the satisfiability problem becomes P-complete in the Horn
fragment without diamonds, between NLOGSPACE and P in the core fragment without
diamonds (and NLOGSPACE-complete in the special case of Kcore,□), and we devised a fast
satisfiability-checking algorithms for all considered cases.

While this study has been inspired from similar results in the temporal case, such as for
fragments of LTL without Since and Until and fragment of HS, several natural questions
concerning sub-Horn temporal logics remain open, and our results can certainly offer a solid
starting point to their tackling. To mention one interesting case, consider HS under the
Horn restriction without diamonds: it is known that it is still undecidable in the discrete
case [BKMV+17], but such a proof makes extensive use of many different temporal operators; what would happen by considering simple fragments such as A or D (i.e., the fragments with a single modal operator corresponding to, respectively, Allen’s relation meets and Allen’s relation during) is unclear. Our technique, based on the intrinsic inability of S4 to force the non-linearity of a model under the considered restriction, seems, at least in principle, applicable to such a case. Other interesting cases include the behaviour of LTL with Since/Until under the restrictions considered in this paper.
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