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Abstract. The ZX-Calculus is a graphical language for diagrammatic reasoning in quan-
tum mechanics and quantum information theory. It comes equipped with an equational
presentation. We focus here on a very important property of the language: completeness,
which roughly ensures the equational theory captures all of quantum mechanics. We first
improve on the known-to-be-complete presentation for the so-called Clifford fragment of
the language — a restriction that is not universal — by adding some axioms. Thanks to a
system of back-and-forth translation between the ZX-Calculus and a third-party complete
graphical language, we prove that the provided axiomatisation is complete for the first
approximately universal fragment of the language, namely Clifford+T.

We then prove that the expressive power of this presentation, though aimed at achieving
completeness for the aforementioned restriction, extends beyond Clifford+T, to a class of
diagrams that we call linear with Clifford+T constants. We use another version of the
third-party language — and an adapted system of back-and-forth translation — to complete
the language for the ZX-Calculus as a whole, that is, with no restriction. We briefly discuss
the added axioms, and finally, we provide a complete axiomatisation for an altered version
of the language which involves an additional generator, making the presentation simpler.

Introduction

The ZX-Calculus is a powerful graphical language for quantum reasoning and quantum
computing introduced by Bob Coecke and Ross Duncan [CD11]. The language comes with
a way of interpreting any ZX-diagram as a matrix — called the standard interpretation.
Two diagrams represent the same quantum evolution when they have the same standard
interpretation. The language is also equipped with a set of axioms — transformation rules —
which are sound, i.e. they preserve the standard interpretation. Their purpose is to explain
how a diagram can be transformed into an equivalent one.

The ZX-calculus has several applications in quantum information processing [CK17]
(e.g. measurement-based quantum computing [DP10, Hor11, Dun13], quantum codes [DG18,
DL14, CKR+16, dBH17], foundations [BD14, DD16]), and can be used through the interac-
tive theorem prover Quantomatic [KDD+11, KZ15]. However, the main obstacle to wider
use of the ZX-calculus was the absence of a completeness result for a universal fragment
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of quantum mechanics — a restriction of the language that can be used to represent any
quantum operator. Completeness would guarantee that, in this fragment, any true property
is provable using the ZX-calculus. More precisely, the language would be complete if, given
any two diagrams representing the same matrix, one could transform one diagram into the
other using the axioms of the language. Completeness is crucial, it means in particular that
all the fundamental properties of quantum mechanics are captured by the graphical rules.

The ZX-Calculus, as it was initially introduced, has been proved to be incomplete in
general [SdWZ14], and despite the necessary axioms that have since been identified [PW16,
JPVW17], the language remained incomplete. However, several fragments of the language
have been proved to be complete (π2 -fragment [Bac14a]; π-fragment [DP14]; single-qubit
π
4 -fragment [Bac14b]), but none of them are universal for quantum mechanics, even approxi-
mately. In particular all quantum algorithms expressible in these fragments are efficiently
simulable on a classical computer.

We tackle this problem, and present here four main results:

• A complete axiomatisation for Clifford+T quantum mechanics
• A complete axiomatisation for the so-called linear diagrams with constants in Clifford+T
• A complete axiomatisation for unrestricted ZX-Calculus
• A complete axiomatisation for a version of (unrestricted) ZX-Calculus with additional

generator

To do so, we are going to use another graphical language called the ZW-Calculus, based on
the interactions of the GHZ and W states [CK10]. The two versions of the language we are
going to exploit — denoted ZW and ZWC— have been proven to be complete through the
use of normal forms [Had15, Had17].

Completeness for Clifford+T. The first completeness result will use the first version
of the ZW-Calculus. However, its diagrams only represent matrices over Z, and hence it
is not approximately universal. We introduce the ZW1

2
-calculus, a simple extension of the

ZW-Calculus which remains complete and in which any matrix over the dyadic rational
numbers can be represented. We then introduce two interpretations from the ZX-Calculus to
the ZW1

2
-Calculus and back. Thanks to these interpretations, we derive the completeness of

the π
4 -fragment of the ZX-Calculus from the completeness of the ZW1

2
-Calculus. Notice that

the interpretation of ZX-diagrams (which represent complex matrices) into ZW1
2
-diagrams

(which represent dyadic rationals) requires a non trivial encoding. Notice also that this
approach provides a completion procedure. Roughly speaking each axiom of the ZW1

2
-

calculus generates an equation in the ZX-calculus: if this equation is not already provable
using the existing axioms of the ZX-calculus one can treat this equality as an new axiom. A
great part of the work has been to reduce all these equalities to only two additional axioms
for the language.

Completeness for linear diagrams with constants in Clifford+T. We extend
the result to a restriction of the ZX-Calculus that contains Clifford+T. In some axioms and
derivations, it is customary to consider some parameters as variables. Such a derivation can
then be seen as a uniform proof, i.e. a proof that is valid for any valuation of the variables in
the diagrams. In linear diagrams, some angles are considered as variables, and some other
are constant. The accepted parameters are then linear combinations of the variables and the
constant angles. We show that any equation between two linear diagrams with constants in
Clifford+T, that is sound for all valuations of its variables, is provable using the axioms of
Clifford+T ZX-Calculus. This result proves very useful for the following results.
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Completeness for unrestricted ZX-Calculus. To find a complete axiomatisation
for the general ZX-Calculus, we use the same technique as for the Clifford+T completeness
(back and forth interpretations), but this time using the ZWC-Calculus which is universal,
i.e. its diagrams can represent any matrix over C with dimension a power of two. Again, the
interpretation from ZWC to ZX provide a range of equations that the latter has to be able
to prove. Most of them are derivable thanks to the previous result: the completeness for
linear diagrams with constants in Clifford+T. The other ones lead to an additional axiom
for the ZX-Calculus. This axiom is “non-linear”, in the sense that that the parameters
on one side of the equality are related in a non-linear manner to those on the other side.
This is necessary: the argument for incompleteness [SdWZ14] can be adapted to any linear
axiomatisation.

Completeness for ZX-Calculus with parametrised triangles. The proof of com-
pleteness for Clifford+T heavily relies on a particular Clifford+T diagram, which performs a
non-trivial, non-unitary matrix. To simplify the proofs, we gave it a syntactic sugar: . In
order to provide a simplified axiomatisation for universal quantum mechanics, we propose in
the last section to add to the language a parametrised version of the triangle, motivated
by the behaviour of said matrix . The introduction of this generator greatly simplifies two
axioms at the cost of an additional one: its decomposition.

Related works. After the result for Clifford+T came out, another axiomatisation was
found for unrestricted ZX-Calculus [HNW18], but for an altered version of the ZX-Calculus,
that is, a version where two generators were added, namely the triangle — which we have
introduced as a syntactic sugar for a diagram of Clifford+T — and the λ-box, used to
simplify the translation from ZW to ZX. This axiomatisation was proven to be complete
using the same method of back and forth interpretation with the ZWC-Calculus. It has a
significantly higher amount of rules than the one we obtain for unrestricted ZX-Calculus.

This paper condenses two articles [JPV18a, JPV18b], and extends them with the notion
of parametrised triangle. It is structured as follows. Sections 1 and 2 present respectively
the ZX-Calculi and the ZW-Calculi. Section 3 is dedicated to the proof of completeness
for Clifford+T, while Section 4 extends the result to linear diagrams. Section 5 provides
methods to simplify the use of the latter result and Section 6 makes use of them to show the
provided axiomatisation for unrestricted ZX-Calculus is complete. We briefly discuss the
axioms we have added so far in Section 7, and finally provide an alternative ZX-Calculus
with parametrised triangles in Section 8.

1. The ZX-Calculus

1.1. Syntax and Semantics. In the ZX-Calculus, quantum operators are represented as
diagrams. A ZX-diagram D : k → l with k inputs and l outputs is generated by:
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ZX-Generators

R
(n,m)
Z (α) : n→ m α

· · ·

· · ·

n

m

R
(n,m)
X (α) : n→ m α

· · ·

· · ·

n

m

H : 1→ 1 e : 0→ 0 I : 1→ 1 σ : 2→ 2

ε : 2→ 0 η : 0→ 2

and the two compositions:

• Spacial Composition: for any D1 : a→ b and D2 : c→ d, D1⊗D2 : a+ c→ b+ d consists
in placing D1 and D2 side by side, D2 on the right of D1.
• Sequential Composition: for any D1 : a→ b and D2 : b→ c, D2 ◦D1 : a→ c consists in

placing D1 on the top of D2, connecting the outputs of D1 to the inputs of D2.
1

The standard interpretation of the ZX-diagrams associates to any diagram D : n → m a
linear map JDK : C2n → C2m inductively defined as follows:

J.K
JD1 ⊗D2K := JD1K⊗ JD2K JD2 ◦D1K := JD2K ◦ JD1K

r z
:=
(
1
) r z

:=

(
1 0
0 1

) t |

:=
1√
2

(
1 1
1 −1

)
r z

:=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 J K :=
(
1 0 0 1

) q y
:=


1
0
0
1


For any α ∈ R, Jα K :=

(
1 + eiα

)
, and for any n,m ≥ 0 such that n+m > 0:

u

w
v α

· · ·

· · ·

n

m

}

�
~ := 2m



2n︷ ︸︸ ︷
1 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 eiα


1 In order to be simpler, the present article eludes part of the underlying formalism (strict compact

closed symmetric monoidal categories), which makes the language unambiguous. For more information, see
e.g. [Sel10].
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u

www
v

α

· · ·

· · ·

n

m

}

���
~

:=

t |⊗m
◦

u

w
v α

· · ·

· · ·

n

m

}

�
~ ◦

t |⊗n

(
where M⊗0 =

(
1
)

and M⊗k = M ⊗M⊗k−1 for any k ∈ N∗
)
.

To simplify, the red and green nodes will be represented empty when holding a 0 angle:

· · ·

· · ·
0

· · ·

· · ·
:= and

· · ·

· · ·
0

· · ·

· · ·
:=

The ZX-Calculus is universal, i.e. for any complex matrix (with dimensions some powers
of 2), there exists a diagram that represents it [CD11].

1.2. Fragments and Axiomatisations. The language comes equipped with an equational
theory, or axiomatisation: a set of diagram transformations that can be applied locally while
preserving the semantics. When two diagrams D1 and D2 can be turned into one another
using the rules of the ZX-Calculus, we will write ZX ` D1 = D2. The fact that the rules
can be applied locally is formalised by:

ZX ` D1 = D2 =⇒


ZX ` D1 ◦D = D2 ◦D
ZX ` D ◦D1 = D ◦D2

ZX ` D1 ⊗D = D2 ⊗D
ZX ` D ⊗D1 = D ⊗D2

whenever D has the right type.
Of course, the rules are chosen so that they are sound:

ZX ` D1 = D2 =⇒ JD1K = JD2K

Completeness is the converse of soundness. The property of completeness is essential: it
implies that the language captures all the properties of quantum mechanics, and also that
we can do as much with the graphical language as with matrices and linear algebra, for
handling qubits.

The problem of completeness is hard to tackle, plus the parameters in the general
ZX-Calculus can take their values in R, which implies handling an uncountable set of angles.
It can then be preferred to restrict the language to some finite set of values for the parameters,
and study the completeness for these specific restrictions. Hence the ZX actually has several
axiomatisations, each of them, while sharing some fundamental axioms, are devoted to
specific fragments.

A set of fundamental axioms that are present in all axiomatisations of the qubit ZX-
Calculus are the ones that fall under the paradigm “only topology matters” [CD11]. The
language is such that any graph isomorphism (with fixed inputs and outputs) preserves the
semantics, so we can bend the wires, and move nodes around as we please, so for instance
we have the following equalities:
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= = =
= =

= ==

In the following we review some restrictions of the language, and their state-of-the-art
axiomatisation.

1.2.1. Clifford. We call the Clifford fragment, or the π
2 -fragment of the language, the

restriction of ZX-Calculus where the nodes RZ and RX have their parameters in π
2Z,

i.e. when all the angles in the diagrams are multiples of π
2 . This corresponds to the Clifford

fragment of quantum circuits. It is a fragment of prime interest for it is used in error correction
schemes [Got06], as well as a resource for computation in the model of measurement-based
quantum computing [RBB03]. However, the fragment is not universal i.e. its diagrams cannot
approach all quantum evolutions. It even has been shown that Clifford circuits and diagrams
can be efficiently simulated by a classical computer [AG04]. However, an axiomatisation is
known to be complete for the Clifford fragment of the ZX-Calculus [Bac14a], and is given in
Figure 1. Notice that this axiomatisation is a simplified version of the original one [BPW17a]
and that one could simplify further by removing the rule (K), which happens to be derivable
from the others in the π

2 -fragment. However, since it is not derivable for arbitrary angles, it
will be used in the next axiomatisations.

· ·
· = α+β

β

· · ·
α
· · ·

(S)
· · ·· · ·

· · ·

· · ·

=
(I)

=
(IV)

=
(CP)

=
(B)

=
π

α

-α

πα

π(K)

π
2

π
2

-π
2

=
(EU)

α

· · ·

= α

· · ·

· · ·

· · ·
(H)

π = π
(ZO)

Figure 1: Set of rules for the Clifford ZX-Calculus with scalars. All of these rules also
hold when flipped upside-down, or with the colours red and green swapped. The
right-hand side of (E) is an empty diagram. (. . . ) denote zero or more wires, while

( · · · ) denote one or more wires.
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1.2.2. Real Stabiliser. A retriction of the Clifford fragment is the so-called real stabiliser,
or the π-fragment, where all the angles are in πZ. This fragment exactly represents graph
states, and also has a complete axiomatisation [DP14].

1.2.3. Clifford+T. While the Clifford fragment is known to be efficiently simulable and not
universal, it actually only needs a little boost to get there. Indeed, the T gate, identified
as RZ(π4 ) in the ZX-Calculus, is enough to bring approximate universality to the Clifford
fragment [Shi03]. This new restriction is called Clifford+T.

Although the axiomatisation for Clifford presented in Figure 1 is enough to make the
1-qubit Clifford+T fragment complete [Bac14b], it is not enough to get the result for the
many-qubit case. In particular, two equations of the π

4 -fragment — (SUP) and (E) in
the following — were shown to be unprovable [PW16, JPVW17], and thus were added to
the axiomatisation, but the question of the completeness of the resulting set of axioms
remained an open problem. One of the main results of the present article is to provide an
axiomatisation that builds on the previous one, and to show that it is complete for the
fragment. The additional axioms for Clifford+T are given in Figure 2.

α α+π

=

2α+π

(SUP) −π
4

π
4

=
(E)

βα π

βγ

-γ

α
=

α

απ

β -γ

γ

β(C)

π
4

π
4

π
4

−π
2

π
4

π
4

π
4

=
π
4π

π
2

π
4

π
4

π

π
4(BW)

Figure 2: Additional rules for the Clifford+T fragment. Together with ZXπ
2
\ {(IV), (ZO)},

they form the axiomatisation ZXπ
4
.

Theorem 1.1. For any diagrams D1 and D2 of the π
4 -fragment of the ZX-Calculus:

JD1K = JD2K ⇐⇒ ZXπ
4
` D1 = D2

It is also to be noted that a complete axiomatisation has been proposed for the 2-qubit
unitaries in Clifford+T [CW18], although the equality between some pairs of diagrams of the
π
4 -fragment can only be achieved by getting out of the fragment. That is, proving D1 = D2

can sometimes only be achieved by proving D1 = D3 = D2, but where D3 is not in the
fragment, and has angles that can even be irrational multiples of π.
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1.2.4. Linear Diagrams. Linear diagrams are a restriction of the language that stand out
from the other fragments, for they are not simply obtained by restricting the angles to be
some multiples of a fraction of π.

In linear diagrams, some angles are considered as variables, and the accepted parameters
in green and red nodes are affine combinations of those (c+

∑
niαi where αi are variables

and c is constant). Two diagrams are supposed to be equal when they are equal for all
valuations of said variables. More details will be provided in Section 4, but we are going
to prove the completeness of linear diagrams with constants in π

4Z, which will prove very
useful for the next completeness result.

Theorem 1.2. For any diagrams D1(~α) and D2(~α) linear in ~α with constants in π
4Z:

∀~α ∈ R, JD1(~α)K = JD2(~α)K ⇐⇒ ∀~α ∈ R, ZXπ
4
` D1(~α) = D2(~α)

Then, Theorem 1.1 for Clifford+T diagrams can be seen as a particular case of Theo-
rem 1.2, where the number of variables is 0.

1.2.5. General ZX-Calculus. Even though the axiomatisation ZXπ
4

makes an approxiamtely

universal fragment of the ZX-Calculus complete, we know that the said axiomatisation does
not make the general ZX-Calculus complete. Indeed, an argument provided in [SdWZ14]
holds for all the axiomatisations we have provided thus far. However, the last main result
of the paper shows that only one additional axiom is needed to get the property for the
language with no restriction.

θ2θ1

α-α β -β

=

γ
-γ

2eiθ3 cos(γ) = eiθ1 cos(α) + eiθ2 cos(β)

π
2

π
4

π
4

θ3

π
4 π

4

(A)

Figure 3: Additional rule for the general ZX-Calculus.

Theorem 1.3. For any diagrams D1 and D2 of the ZX-Calculus:

JD1K = JD2K ⇐⇒
(

ZXπ
4

+ (A)
)
` D1 = D2

1.2.6. ZX-Calculus with Parametrised Triangles. This language, presented in Section 8 shows
an altered version of the ZX-Calculus, an additional generator with a parameter is introduced.
It builds from the realisation that a particular diagram of the Clifford+T fragment proved
so useful (and expressive) that it got a syntactic sugar: the so-called triangle. This node was
introduced as a generator in [HNW18] and later on in [Vil19]. We propose here to make it
even more expressive by giving it a parameter. This leads to a new complete axiomatisation
for universal quantum computing.
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2. The ZW-Calculi

The proofs of completeness provided in the following heavily rely on the completeness of a
third-party language called the ZW-Calculus. It was introduced as the GHZ/W calculus
by Coecke and Kissinger in [CK10], as a graphical language devoted to describing the
interactions of the GHZ and W states, which constitute the only two classes of entanglement
between three qubits, and has then been shown to be well suited for describing fermionic
quantum computation.

It has been completed in [Had15], the diagrams allowing then to represent matrices over
the integers Z. We will denote this first version of the language ZW, but we will not directly
use it as it is. Instead, we will use a slightly altered version, that we denote ZW1

2
, where it

can represent any matrix over dyadic rationals. The language has then been extended to
allow the completeness for matrices over any ring in [HNW18], hence a fortiori, over C. We
will denote this last version of the language ZWC.

2.1. For Integer Matrices. We will present here the expanded version of the ZW-Calculus,
i.e. the version where all the black and white nodes have a degree ≤ 3. To stay consistent
with the previous definition of the ZX-Calculus, we will assume that the diagrams are to be
read from top to bottom. The ZW-Calculus has the following finite set of generators:

Te =

{
, , , , , , , , ,

}
and diagrams are created thanks to the same two — spacial and sequential — compositions
as ZX.

As for the ZX-Calculus, we define a standard interpretation, that associates to any
diagram of the ZW-Calculus D with n inputs and m outputs, a linear map JDK : Z2n → Z2m ,
inductively defined as:

J.K
JD1 ⊗D2K := JD1K⊗ JD2K JD2 ◦D1K := JD2K ◦ JD1K

r z
:=
(
1
) r z

:=

(
1 0
0 1

) q y
:=


1
0
0
1

 J K :=
(
1 0 0 1

)

r z
:=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 r z
:=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 −1


t |

:=

(
0 1
1 0

)

t |

:=


0 1
1 0
1 0
0 0


t |

:=

(
1 0
0 −1

) t |

:=

(
1 0 0 0
0 0 0 −1

)

This map is obviously different from the one of the ZX-Calculus — the domain is different —
but we will use the same notation.
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Lemma 2.1 [Had15]. ZW-Diagrams are universal for matrices of Z2n × Z2m:

∀A ∈ Z2n × Z2m , ∃D : n→ m, JDK = A

= = =

== =

0a 0b 0b′

0d′0c 0d

= =

= =

1a 1b

1c 1d

= =
2a 2b = =

3a 3b

=
4

=

=

=
5a

5b

5c

= = =
6b6a 6c

=
X

= =
7b7a

=
R3

R2
=

Figure 4: Set of rules for the ZW-Calculus.

The ZW-Calculus comes with a complete set of rules ZW that is given in Figure 4. Here
again, the paradigm Only Topology Matters applies except for . It gives sense to nodes
that are not directly given in Te, e.g.:

:=

For , the order of inputs and outputs is important. However, it is invariant under cyclic

permutations, as suggested by the shape of the node: = .

All these rules are sound. We use the same notation ` as defined in Section 1, and we
can still apply the rewrite rules to subdiagrams. In the following we may use the shortcuts:

:= and :=

The main interest of this language is that it has been proved to be complete.
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Theorem 2.2 [Had15]. For any two ZW-diagrams D1 and D2:

JD1K = JD2K ⇐⇒ ZW ` D1 = D2

2.2. For Dyadic Matrices. We define an extension of the ZW-Calculus by adding a new
node that represents the 1× 1 matrix

(
1
2

)
and binding it to the calculus with an additional

rule.

Definition 2.3. We define the ZW1
2
-Calculus as the extension of the ZW-Calculus such as:{

T1/2 = Te ∪ { }
ZW1

2
= ZW ∪

{
=
iv

}
The standard interpretation of a diagram D : n→ m is now a matrix JDK : D2n → D2m over
the ring D = Z[1/2] of dyadic rationals and is given by the standard interpretation of the
ZW-Calculus extended with J K :=

(
1
2

)
.

Proposition 2.4. The ZW1
2

is sound and complete: For two diagrams D1, D2 of the

ZW1
2
-Calculus,

JD1K = JD2K ⇐⇒ ZW1
2
` D1 = D2

Proof. Soundness is obvious.
Now let D1 and D2 be two diagrams of the ZW1

2
-Calculus such that JD1K = JD2K. We

can rewrite D1 and D2 as Di = di ⊗ ( )⊗ni for some integers ni and diagrams di of the
ZW-Calculus that do not use the symbol.

From the new introduced rule, we get that ZW1
2
` di = Di ⊗

( )⊗ni
. W.l.o.g. assume

n1 ≤ n2. Then

s
d1 ⊗

( )⊗n2−n1
{

= 2n2−n1 Jd1K = 2n2 JD1K = Jd2K. Since d1 and d2

are ZW-diagrams and have the same interpretation, thanks to the completeness of the

ZW-Calculus, ZW1
2
` d1 ⊗

( )⊗n2−n1

= d2, which means ZW1
2
` D1 = D2 by applying n2

times the new rule on both sides of the equality.

We can also precisely characterise the expressive power of this new extension.

Proposition 2.5. ZW1
2
-Diagrams are universal for matrices of D2n × D2m:

∀A ∈ D2n × D2m , ∃D ∈ ZW1
2
, JDK = A

Proof. Let A ∈ D2n ×D2m . There exists n ∈ N and A′ ∈ Z2n ×Z2m such that A = 1
2nA

′. By
Lemma 2.1, there exists a ZW-diagram DA′ such that JDA′K = A′. DA′ is also a ZW1

2
-diagram.

Hence, we can define DA := DA′ ⊗ ( )⊗n and JDAK = J Kn JDA′K = 1
2nA

′ = A.
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2.3. For Complex Matrices. The ZWC-Calculus [HNW18] differs from the initial language

in that the white nodes now bear a parameter:
· · ·

· · ·
r

n

m

where r is a complex number:

u

w
v
· · ·

· · ·
r

n

m

}

�
~ := 2m



2n︷ ︸︸ ︷
1 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 r


It is important to notice that the white node in the initial ZW-Calculus would now be
represented by a white node with parameter −1. This more expressive language comes
equipped with a complete set of axioms, some of which can already be found in the
presentation of the ZW-Calculus. The axiomatisation is given in Figure 5.

Theorem 2.6 [HNW18]. For any two ZWC-diagrams D1 and D2:

JD1K = JD2K ⇐⇒ ZWC ` D1 = D2

= = =

=

0a 0b 0b′

0c
r

· · · · · · · · ·

r

· · ·

= =

=

1a 1b

1c

r

s

· · · · · ·

· · ·· · ·

...

· · ·
rs

· · ·

= =
2a 2b 2c

=−1
= =
3a 3b

r r

r

=
4a

r s r+s

4b
=

0
=

=

=
5a

5b

5c

= = =
6b6a 6c

r

=
X

= =
7b7a

−1
=
R3

R2
=

Figure 5: Set of rules for the ZWC-Calculus.
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3. Completeness for Clifford+T ZX-Calculus

This section is devoted to proving Theorem 1.1, that is, the completeness of the ZX-Calculus
for the π

4 -fragment when equipped with the rules ZXπ
4
. The proof method is the following:

• Provide an interpretation [.]W from the π
4 -fragment of the ZX-Calculus to the ZW1

2
-

Calculus, where the semantics undergoes a well-defined homomorphism with left inverse.
• Provide an interpretation [.]X from the ZW1

2
-Calculus to the π

4 -fragment of the ZX-Calculus

that respects the semantics.
• Prove that all the axioms of the ZW1

2
-Calculus can be derived using ZXπ

4
after application

of [.]X .
• Prove that any diagram D of the π

4 -fragment can be recovered from [[D]W ]X .

3.1. Encoding the Clifford+T ZX-Calculus into ZW1
2
. Our goal here is to send ZX-

diagrams in the π
4 -fragment into the ZW1

2
-Calculus. The main obstacle is that the former

represent matrices over D
[
ei
π
4

]
, while the latter only represent matrices over D.

3.1.1. From Q[ei
π
4 ] to Q. All results used in the next two sections are standard in field

theory, see e.g. [Rom06]. Let R ⊆ C be a (commutative) ring and α ∈ C. By R[α] we denote
the smallest subring of C that contains both R and α.

Of primary importance will be the ring Q[ei
π
4 ], as all terms of the π/4 fragment of the

ZX-Calculus have interpretations as matrices in this ring. This is clear for all terms except

possibly for
√

2, but
√

2 = ei
π
4 − ei

3π
4 .

If α is algebraic, it is well known that Q[α] is a field. When F ⊆ F ′ are two fields, F ′

can be seen as a vector space (actually an algebra) over F . Its dimension is denoted [F ′ : F ]
and we say that F ′ is an extension of F of degree [F ′ : F ]. In the specific case of Q[α], its
dimension over Q is exactly the degree of the minimal polynomial over Q of α. Notice that
the minimal polynomial of a n−th primitive root of the unity is φ(n) where φ is Euler’s
totient function.

In our case, ei
π
4 is a eighth primitive root of the unity, so that Q[ei

π
4 ] is a vector space

of dimension 4, one basis being given by 1, ei
π
4 , ei

2π
4 , ei

3π
4 . In particular:

Proposition 3.1. Every element of Q[ei
π
4 ] can be written in a unique way a+ bei

π
4 + cei

2π
4 +

dei
3π
4 for some rationals numbers a, b, c, d.

For x ∈ Q[ei
π
4 ], let ψ(x) be the function defined by ψ(x) = y 7→ xy. For each x, ψ(x) is

a linear map and therefore can be given by a 4× 4 matrix in the basis {ei
3π
4 , ei

2π
4 , ei

π
4 , 1}.

ψ(1) is of course the identity matrix and

ψ(ei
π
4 ) = M =


0 1 0 0
0 0 1 0
0 0 0 1
−1 0 0 0


Notice that M t is the companion matrix of the polynomial X4 + 1 which characterises ei

π
4

as an algebraic number.
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Proposition 3.2. The map:

ψ : a+ bei
π
4 + cei

2π
4 + dei

3π
4 7→ aI4 + bM + cM2 + dM3

is a homomorphism of Q-algebras from Q[ei
π
4 ] to M4(Q)

This homomorphism has a left-inverse. Indeed, let

ω =


1

ei
π
4

ei
2π
4

ei
3π
4


Then ψ(x)ω = xω for all x ∈ Q[ei

π
4 ], so the left inverse of ψ is given by x 7→ x ◦ ω.

With this morphism, we can see elements of Q[ei
π
4 ] as matrices over Q.

Of course we can do the same with matrices over Q[ei
π
4 ].

Definition 3.3. Define:

ψ : A+Bei
π
4 + Cei

2π
4 +Dei

3π
4 7→ A⊗ I4 +B ⊗M + C ⊗M2 +D ⊗M3

ψ is injective and maps a matrix over Q[ei
π
4 ] of dimension n ×m to a matrix over Q of

dimension 4n× 4m.

We use the same notation ψ as before, as the definitions are equivalent for one-by-one
matrices (i.e. scalars).

It is easy to see that Proposition 3.2 holds for the extended ψ in the sense that
ψ(qA) = qψ(A) for q rational, ψ(A + B) = ψ(A) + ψ(B), ψ(AB) = ψ(A)ψ(B) whenever
this makes sense.

Notice however that ψ(A⊗B) is not ψ(A)⊗ ψ(B).
As before, ψ has a left inverse, as evidenced by:

Proposition 3.4. For all matrices X of dimension n×m, ψ(X)(Im ⊗ ω) = X ⊗ ω

While it is true that all coefficients of the standard interpretation of the π/4 fragment

are in Q[ei
π
4 ], we can be more precise.

Let D = Z[1/2] be the set of all dyadic rational numbers, i.e. rational numbers of the
form p/2n.

It is easy to see that any element of D[ei
π
4 ] can be written in a unique way a+ bei

π
4 +

cei
2π
4 + dei

3π
4 for some dyadic rational numbers a, b, c, d. (It is NOT a consequence of the

similar statement for Q. We have to use here the additional property that ei
π
4 is not only

an algebraic number, but also an algebraic integer).
Then it is clear that actually all coefficients of the π/4 fragment of the ZX-Calculus are

in D[ei
π
4 ]. As D ⊂ Q all we said before still holds, and we actually obtain with ψ a map

from matrices over D[ei
π
4 ] to matrices over D.

We have now provided a way to see a matrix over D[ei
π
4 ] as a matrix over D. This paves

the way to an interpretation from ZXπ
4

to ZW1
2
.

Remark 3.5. After all the hassle of the current section, and of the one to come, one can
legitimately ask: Why not directly use a version of the ZW-Calculus for the ring D[ei

π
4 ]

(ZWD[ei
π
4 ]

), since the ZW-Calculus can be adapted to any ring? Indeed, we could have

used this version of the ZW-Calculus. Basically, doing so, the interpretation [.]W becomes
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easier, while [.]X becomes a bit less straightforward. However, our aim is to provide an
axiomatisation that is the simplest possible for the Clifford+T ZX-Calculus. Hence, since the
hard part is really to prove that all the axioms of the ZW1

2
are derivable in ZX, it is natural

to begin with the simplest ZW axiomatisation possible, hence ZW1
2

and not ZWD[ei
π
4 ]

.

3.1.2. The Interpretation [.]W . As announced, the interpretation [.]W maps any ZX-diagram
of the π

4 -fragment to a ZW1
2
-diagram, while the semantics undergoes the homomorphism ψ

defined above. It is recursively defined as:
[.]W

7→ 7→ 7→ 7→

7→ 7→ π
4 7→

∀D1 : n→ n′, ∀D2 : m→ m′ :

D1 ◦D2 7→ [D1]W ◦ [D2]W (if m′ = n)

D1 ⊗D2 7→
(
I⊗n

′ ⊗ [D2]W

)
◦


· · ·

· · · · · ·

· · ·

m n′
 ◦ (I⊗m ⊗ [D1]W

)
◦


· · ·

· · · · · ·

· · ·

n m


k π
4

· · ·

· · ·

n

m

7→


· · ·
m

 ◦([ π
4

]
W

)k
◦

 · · ·
n 

k π
4

· · ·

· · ·

n

m

7→

[( )⊗m]
W

◦

 k π
4

· · ·

· · ·

n

m


W

◦

[( )⊗n]
W

The interpretation is made so that the two wires on the right act as “control wires”. They are
the ones that bear the encoding ψ, and as Proposition 3.10, they are the ones the “decoder”
will be applied to. In particular, the tensor product can be understood graphically as:

D1 ⊗D2 7→
[D1]W

[D2]W

· · ·

· · ·

· · ·

· · ·

· · ·· · ·
[D2]W

[D1]W

· · ·

=

· · ·

It order for the tensor product to make sense, D1 and D2 should be able to commute on the
control wires. This property is provided by the completeness of the ZW-Calculus, since it is
semantically true.
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One can check that

t[ ]
W

|

= ψ

(t |)
= 1

2

(
1 1
1 −1

)
⊗ (M −M3) and

t[
π
4

]
W

|

=

ψ

(t
π
4

|)
=

(
I4 0
0 M

)
. More generally:

Proposition 3.6. Let D be a diagram of the Clifford+T ZX-Calculus. Then

J[D]W K = ψ(JDK)

In particular, if JD1K = JD2K then J[D1]W K = J[D2]W K

The proof is a straightforward induction using the fact that ψ is an homomorphism.
Slight care has to be taken to treat the case of D1 ⊗D2:

Suppose JD1K =
3∑

k=0

Ake
i kπ

4 and JD2K =
3∑

k=0

Bke
i kπ

4 are their unique decomposition, and

that J[Di]W K = ψ(JDiK). Then:

J[D1 ⊗D2]W K = (I ⊗ ψ(JD1K)) ◦
s

· · ·

· · · · · ·

· · ·

{
◦

(
I ⊗

3∑
k=0

Ak ⊗Mk

)
◦

s

· · ·

· · · · · ·

· · ·

{

=

(
3∑
l=0

I ⊗Bl ⊗M l

)
◦

(
3∑

k=0

Ak ⊗ I ⊗Mk

)
=
∑
k,l

Ak ⊗Bl ⊗Mk+l

= ψ

∑
k,l

(Ak ⊗Bl)ei
(k+l)π

4

 = ψ(JD1 ⊗D2K)

3.2. From ZW1
2

to Clifford+T ZX-Diagrams. We define here an interpretation [.]X
that transforms any diagram of the ZW1

2
-Calculus into a Clifford+T ZX-diagram, which is

easy to do since D ⊂ D[ei
π
4 ]:

[.]X

7→ 7→ 7→ 7→

7→ 7→ 7→ π7→

π7→ π7→ 7→

π

π
2

π
4

π
4

−π
4

−π
4

D1 ◦D2 7→ [D1]X ◦ [D2]X D1 ⊗D2 7→ [D1]X ⊗ [D2]X

Proposition 3.7. Let D be a diagram of the ZW1
2

calculus. Then J[D]XK = JDK
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The proof is by induction on D.
This interpretation [.]X from the ZW-Calculus to the ZX-Calculus is pretty straightfor-

ward, except for the three-legged black node. Indeed, the two languages express two different
kinds of interactions, but at the same time they share a family of generators (the ZW white
node and the ZX green node are essentially the same). This is where some syntactic sugar
can come in handy.

Definition 3.8. We define the “triangle node” as:

:= π
4

π
4

π
2

−π
4

−π
4

One can check that

u

v

}

~ =

(
1 1
0 1

)
. Then the interpretation of the three-legged black

dot is simplified using (S):

7→

π

This shortcut will be very useful in the technical proof of the completeness of the
language for Clifford+T with the set of rules of ZXπ

4
.

Proposition 3.9. The interpretation [.]X preserves all the rules of the ZW1
2
-Calculus:

ZW1
2
` D1 = D2 =⇒ ZXπ

4
` [D1]X = [D2]X

The proof, quite technical, is in Appendix at Section B.1.

3.3. Composing the Interpretations. To finish the proof it remains to compose the two
interpretations and check that we can recover the initial diagram after the decoding part
(Proposition 3.4), where:

ω =


1

ei
π
4

ei
2π
4

ei
3π
4

 =
r

π
2

π
4

z
and e1 =

(
1 0 0 0

)
=

r z

Proposition 3.10. We can recover any Clifford+T ZX-diagram D from its image under
the composition of the two interpretations:

ZXπ
4
` D =

(
· · ·

)
◦ [[D]W ]X ◦

(
· · ·

π
2

π
4

)
The proof is in Appendix at Section B.2.
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Corollary 3.11. If ZXπ
4
` [[D1]W ]X = [[D2]W ]X then ZXπ

4
` D1 = D2.

We can now prove Theorem 1.1:

Proof of Thm. 1.1. Let D1 and D2 be two Clifford+T ZX-diagrams, such that JD1K = JD2K.
By Proposition 3.6, J[D1]W K = J[D2]W K. Since [Di]W are ZW1

2
-diagrams, and since the

ZW1
2
-Calculus is complete, ZW1

2
` [D1]W = [D2]W . By Proposition 3.9, ZXπ

4
` [[D1]W ]X =

[[D2]W ]X . Finally, by Corollary 3.11, ZXπ
4
` D1 = D2.

3.4. Expressive Power of the Clifford+T ZX-Diagrams. Since the unitary matrices
over D[ei

π
4 ] are representable with Clifford+T circuits [GS13], so are they with π

4 -fragment

diagrams. Using the fact that the ZW1
2
-Diagrams can represent any matrix of D2n × D2m

(Proposition 2.5), we actually show that any matrix over D[ei
π
4 ] can be represented by a

ZXπ
4
-diagram:

Proposition 3.12. The π
4 -fragment of the ZX-Calculus represents exactly matrices over

D[ei
π
4 ]:

∀A ∈ D[ei
π
4 ]2

n×2m , ∃D ∈ ZXπ
4
, JDK = A

Proof. Let A ∈ D[ei
π
4 ]2

n×2m . We define A′ = ψ(A) ∈ D2n+2×2m+2
. Since ZW1

2
-diagrams are

universal for matrices over dyadic rationals: ∃D ∈ ZW1
2
, JDK = A′. Since [.]X preserves the

semantics, we can define a ZX-diagram of the π
4 -fragment D′ = [D]X such that JD′K = A′.

Now, by plugging
π
2

π
4 at the top and at the bottom of the two rightmost wires

of D′, we get the diagram D′′ which is such that JD′′K = A.

4. Completeness for Linear Diagrams with Clifford+T Constants

4.1. Variables and Constants. It is customary to view some angles in the ZX-diagrams
as variables, in order to prove families of equalities. For instance, the rule (S) displays two
variables α and β, and potentially gives an infinite number of equalities. Notice that in the
axioms of the ZX-calculus, the variables are used in a linear way, reflecting the phase group
structure.

Definition 4.1. A ZX-diagram is linear in α1, . . . , αk with constants in C ⊆ R, if it

is generated by R
(n,m)
Z (E), R

(n,m)
X (E), H, e, I, σ, ε, η, and the spacial and sequential

compositions, where n,m ∈ N, and E is an affine combination of αi with coefficients in Z
and constants in C, i.e. of the form

∑
i niαi + c, with ni ∈ Z and c ∈ C.

Notice that all the diagrams in Figures 1 and 2 are linear in α, β, γ with constants in
π
4Z. A diagram linear in α1, . . . , αk is denoted D(α1, . . . , αk), or more compactly D(~α) with
~α = α1, . . . , αk. Obviously, if D(α) is a diagram linear in α, D(π/2) denotes the ZX-diagram
where all occurrences of α are replaced by π/2.
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4.2. From variables to inputs. We show in this section that, given an equation involving
diagrams linear in some variable α, the variables can be extracted, splitting the diagrams
into two parts: a collection of points (nodes with parameter α) and a constant diagram
independent of the variables.

First we define the multiplicity of a variable in an equation:

Definition 4.2. For any D1(~α), D2(~α) : n→ m two ZX-diagrams linear in ~α, the multiplicity
of α1 in the equation D1(~α) = D2(~α) is defined as:

µα1 = max
i∈{1,2}

(
µ+α1

(Di(~α))
)

+ max
i∈{1,2}

(
µ−α1

(Di(~α))
)

where µ+α1
(D) (resp. µ−α1

(D)) is the number of occurrences of α1 (resp. -α1) in D, inductively
defined as

µ+α1
(R

(n,m)
Z (`α1 + E(α2 · · ·αn))) = µ+α1

(R
(n,m)
X (`α1 + E(α2 · · ·αn))) =

{
` if ` > 0

0 otherwise

µ−α1
(R

(n,m)
Z (`α1 + E(α2 · · ·αn))) = µ−α1

(R
(n,m)
X (`α1 + E(α2 · · ·αn))) =

{
−` if ` < 0

0 otherwise

µ±α1
(D ⊗D′) = µ±α1

(D ◦D′) = µ±α1
(D) + µ±α1

(D′)
µ±α1

(H) = µ±α1
(e) = µ±α1

(I) = µ±α1
(σ) = µ±α1

(ε) = µ±α1
(η) = 0

For instance, consider the following equation:

π

α β

α β

=

α+β
π

β
α−β

The multiplicity of α is µα = 2 and β’s is µβ = 3.

Proposition 4.3. For any D1(α), D2(α) : n → m two ZX-diagrams linear in α with
constants in π

4 Z, there exist D′1, D
′
2 : r → n+m two ZX-diagrams with angles multiple of π

4
such that, for any α ∈ R, the equivalence

D1(α) = D2(α) ⇐⇒ D′1 ◦ θr(α) = D′2 ◦ θr(α) (eq.4.1)

is provable using the axioms of ZXπ
4

, where r is the multiplicity of α in D1(α) = D2(α), and

θr(α) =
(
R

(0,1)
Z (α)

)⊗r
.

Pictorially:

· · ·

· · ·
D1(α) =

· · ·
D2(α)

· · ·
⇐⇒

α α· · ·
D′1
· · ·

r

=
αα

D′2
· · ·

r

· · ·

Proof. The proof consists in transforming the equation D1(α) = D2(α) into the equivalent
equation D′1 ◦ θr(α) = D′1 ◦ θr(α) using axioms of the ZX-calculus. This transformation
involves 6 steps:

– Turn inputs into outputs. First, each input can be bent to an output using η:

D1(α)

· · ·

· · ·
=

· · ·
D2(α)

· · ·
⇐⇒

· · ·

· · ·
D1(α) · · · = D2(α) · · ·· · ·

· · ·
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– Make the red spiders green. All red spiders R
(k,l)
X (nα + c) are transformed into green

spiders using the axioms (S) and (H):

nα+c

· · ·

· · ·
= nα+c

· · ·

· · ·
– Expending spiders. All spiders RZ(nα+c) are expended using (S) so that all the occurrences

of α are either
α

or
-α

:

nα+c

· · ·

· · ·
= c

· · ·

· · · ±α

±α

... |n|

– Changing the sign. Using (K) all occurrences of
-α

are replaced as follows:
-α
7→

α
π -α

π

.
Notice that this rule is not applied recursively, which would not terminate. After this step

all the original −α have been replaced by an α and as many scalars
π

-α
have been

created. So far, we have shown:

D1(α)

· · ·

· · ·
=

· · ·
D2(α)

· · ·
⇐⇒ · · ·

D′′1

α α

(
-α

π
)⊗(µ−α (D1)

)

=

⊗
(
µ−α (D2)

)
-α

(
π

)
α α· · ·
D′′2

– (Re)moving scalars. The scalar
π

α
has an inverse for ⊗, which is

π

-α
(see

Lemmas A.5, A.6 and A.4). This has for consequence:

– ZXπ
4
` π

-α
D1 = D2 ⇐⇒ ZXπ

4
` D1 =

π

α
D2

– ZXπ
4
` π

α
D1 =

π

α
D2 ⇐⇒ ZXπ

4
` D1 = D2

The scalars
π

-α
are eliminated by adding

−
µmax
α := max (µ−α (D1), µ

−
α (D2)) times the

scalar
π

α
on both sides, then simplifying when we have a scalar and its inverse.

⇐⇒

⊗
(
−
µmax
α − µ−α (D1)

)
π

α

( )
· · ·αα

D′′1

=

)
α

(
π

⊗
(
−
µmax
α − µ−α (D2)

)

αα · · ·
D′′2

– Balancing the variables. At this step the number of occurrences of α might be different on

both sides of the equation. Indeed, one can check that the side of Di has µ+α (Di) +
−
µmax
α

occurrences of α. One can then use the simple equation
α

= (whose proof

uses Lemmas A.6 and A.4)
+
µmax
α − µ+α (Di) times on the side of Di, where

+
µmax
α :=
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max (µ+α (D1), µ
+
α (D2)). We hence end up with µα =

+
µmax
α +

−
µmax
α occurrences of α on

both sides. Formally, D′i is defined as:

· · ·
D′i

· · ·
:=

· · ·
D′′i
· · ·

π π

−
µmax
α − µ−α (Di)

+
µmax
α − µ+α (Di)

· · · · · ·

· · · · · ·

Proposition 4.3 implies in particular that if the equation D′1 ◦ θr(α) = D′2 ◦ θr(α) is provable
using the axioms of the ZX-calculus, then so is D1(α) = D2(α). Proposition 4.3 also implies
that if JD1(α)K = JD2(α)K, then JD′1 ◦ θr(α)K = JD′2 ◦ θr(α)K, thanks to the soundness of
the ZX-calculus.

4.3. Removing the variables. Given D1(α) and D2(α) linear in α with constants in π
4Z,

if α has multiplicity 1 in D1(α) = D2(α), then according to Proposition 4.3, the equation
can be transformed into the following equivalent equation involving a single occurrence of α:

D′1
· · ·

α

D′2

α

=

· · ·
(eq.4.2)

where D′1 and D′2 are in the π
4 -fragment. Notice that equation (eq.4.2) holds if and only

if JD′1K = JD′2K, since

(
,
π
)

forms a basis of the input space. Thus, a variable of

multiplicity 1 can easily be removed, leading to an equivalent equation in the complete
π
4 -fragment of the ZX-calculus.

When a variable has a multiplicity r > 1 in an equation, the variable cannot be removed

similarly as

(
α
)⊗r

does not generate a basis of the 2r dimensional space when r > 1.

However these dots can be replaced by an appropriate projector on the subspace generated
by these dots, as described in the following.

4.3.1. When the multiplicity is 2. Consider the following diagram R:

R :=

−π
4

−π
4

π
2π π

4
π
4

One can check that

JRK =


1 0 0 0
0 1

2
1
2 0

0 1
2

1
2 0

0 0 0 1

 .

This matrix basically mixes the second and third elements of any size-4 vector. We can then
show:
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Lemma 4.4. For any α ∈ R, ZXπ
4
` R ◦ θ2(α) = θ2(α), i.e. pictorially:

∀α ∈ R, ZXπ
4
` R = α α

α α

The proof is given in appendix.

Lemma 4.5. For any two ZX-diagrams D1, D2 : 2→ n,
(∀α ∈ R, JD1 ◦ θ2(α)K = JD2 ◦ θ2(α)K)⇔ JD1 ◦RK = JD2 ◦RK i.e.,∀α ∈ R,

u

v D1

α α
}

~ =

u

v D2

α α
}

~

⇔
u

www
v

R

D1

}

���
~

=

u

www
v

D2

R

}

���
~

where α does not appear in D1 or D2.

Proof. The proof consists in showing that JRK is a projector onto S = span{Jθ2(α)K | α ∈ R}.
According to Lemma 4.4, JRK is the identity on S, moreover it is easy to show that JRK is a
matrix of rank 3 and that Jθ2(0)K , Jθ2(π/2)K , Jθ2(π)K are three linearly independent vectors
in the image of JRK.

4.3.2. Arbitrary multiplicity. We now want to generalise Lemma 4.5 to any multiplicity r
of α. It turns out that there is no obvious generalization for r wires of the matrix JRK
expressible using angles multiple of π

4 , so we will rather use the following family (Pr)r≥1 of
diagrams: 

P1 :=

P2 := π
4

−π
2

π
4

π
4

−π
4

Pr :=

· · ·

· · · · · ·

· · ·
Pr−1

P2

P2 · · ·

· · ·

=

· · ·

P2 · · ·

· · ·

· ·
·

··
·

P2

P2 P2

P2

P2

P2

P2 P2
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For the reader convenience, here are the interpretations of P2 and P3:

JP2K =


1 0 0 0
0 0 1 0
0 0 1 0
0 0 0 1

 JP3K =



1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


We can characterise the interpretation of Pr for any r.

Proposition 4.6. For any word ~x ∈ {0, 1}r, JPrKt |~x〉 =
∣∣1|~x|10r−|~x|1

〉
where |~x|1 is the

Hamming weight of x i.e. the number of symbol 1 in the word ~x.

Informally, JPrKt sends all the words of the same Hamming weight to the word of the
same weight where all the 1s are on the left.

Proof. First of all, notice that the result is true for P2:

JP2Kt |00〉 = |00〉 , JP2Kt |01〉 = JP2Kt |10〉 = |10〉 , JP2Kt |11〉 = |11〉
Let us denote Op[i1,...,ik] the application of the k-qubit operator Op on the wires i1, . . . , ik.

With this notation, JPrKt = JP2Kt[1,2] ◦ JP2Kt[2,3] ◦ · · · ◦ JP2Kt[r−1,r] ◦ JPr−1Kt[1,...,r−1]. We then
prove the result by induction on r. Let ~x ∈ {0, 1}r be a word. Then:

JPr+1K |~x0〉 = JP2Kt[1,2] ◦ JP2Kt[2,3] ◦ · · · ◦ JP2Kt[r,r+1] ◦ JPrKt[1,...,r] |~x0〉

= JP2Kt[1,2] ◦ · · · ◦ JP2Kt[r,r+1]
∣∣∣1|~x|10r−|~x|10

〉
= · · ·

=
∣∣∣1|~x|10r+1−|~x|1

〉
and

JPr+1K |~x1〉 = JP2Kt[1,2] ◦ JP2Kt[2,3] ◦ · · · ◦ JP2Kt[r,r+1] ◦ JPrKt[1,...,r] |~x1〉

= JP2Kt[1,2] ◦ · · · ◦ JP2Kt[r,r+1]
∣∣∣1|~x|10r−|~x|11

〉
= JP2Kt[1,2] ◦ · · · ◦

∣∣∣1|~x|10r−1−|~x|110
〉

= · · ·

= JP2Kt[1,2] ◦ · · · ◦ JP2Kt[|~x|1,|~x|1+1] ◦
∣∣∣1|~x|110r−|~x|1

〉
= · · ·

=
∣∣∣1|~x|1+10r−|~x|1

〉
Corollary 4.7. The rank of JPrK is exactly r + 1.

Lemma 4.8. For any r ≥ 2 and any α ∈ R, ZXπ
4
` Pr ◦ θr(α) = θr(α) i.e.,

ZXπ
4
` Pr = α α

α α

· · ·

· · ·

· · ·
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Proof. Notice that JP2 ◦RK = JRK, so by completeness of the ZX-calculus for the π
4 fragment,

ZXπ
4
` P2 ◦R = R, so ZX ` P2 ◦R ◦ θ2(α) = R ◦ θ2(α). According to Lemma 4.4, it implies

ZXπ
4
` P2 ◦ θ2(α) = θ2(α). The proof for r > 2 is by induction on r.

We can now prove a similar statement as in lemma 4.5:

Lemma 4.9. For any r ≥ 2 and any D1, D2 : r → n,
(∀α ∈ R, JD1 ◦ θr(α)K = JD2 ◦ θr(α)K)⇔ JD1 ◦ PrK = JD2 ◦ PrK i.e.,∀α ∈ R,

u

v
α α· · ·

· · ·
D1

}

~ =

u

v
α α· · ·

· · ·
D2

}

~

⇔
u

www
v

· · ·

· · ·

· · ·
Pr

D1

}

���
~

=

u

www
v

· · ·

· · ·

· · ·
Pr

D2

}

���
~

where α does not appear in D1 nor D2.

Proof. The proof consists in showing that JPrK is a projector onto Sr = span{Jθr(α)K | α ∈ R}.
According to Lemma 4.8, JPrK is the identity on Sr, and JPrK is of rank at most r+1 according
to Corollary 4.7, thus to finish the proof, it is sufficient to prove that the r + 1 vectors
(θr(α

(j)))j=0...r are linearly independent, where α(j) = jπ/r.

Let λ0, . . . , λr be scalars such that
∑

j λjθr(α
(j)) = 0. Notice that the 2p-th row (when

rows are labeled from 1 to 2r) of θr(α
(j)) is exactly eipα

(j)
. Therefore, if we look at all 2p-th

rows of the equations, we obtain
1 1 · · · 1

eiα
(0)

eiα
(1) · · · eiα

(r)

...
...

. . .
...

einα
(0)

einα
(1) · · · einα

(r)



λ0
λ1
...
λr

 = 0

However, the first matrix is a Vandermonde matrix (actually its transpose), with eiα
(j)

= eiα
(l)

iff j = l, which is enough to state that this matrix is invertible. Therefore all λj are equal to

0 and the vectors θr(α
(j)) are linearly independent.

We are now ready to prove the main theorem in the particular case of a single variable:

Proposition 4.10. For any D1(α), D2(α) ZX-diagrams linear in α with constants in π
4Z,

∀α ∈ R, JD1(α)K = JD2(α)K ⇔ ∀α ∈ R,ZXπ
4
` D1(α) = D2(α)

Proof. [⇐] is a direct consequence of the soundness of the ZX-calculus. [⇒] Assume ∀α ∈
R, JD1(α)K = JD2(α)K. According to Proposition 4.3, ∀α ∈ R, JD′1 ◦ θr(α)K = JD′2 ◦ θr(α)K
where D′i are in the π

4 -fragment of the ZX-calculus. It implies, according to Lemma 4.9,
that JD′1 ◦ PrK = JD′2 ◦ PrK. Thanks to the completeness of the ZX-calculus for the π

4 -
fragment, ZXπ

4
` D′1 ◦ Pr = D′2 ◦ Pr, so ∀α ∈ R,ZXπ

4
` D′1 ◦ Pr ◦ θr(α) = D′2 ◦ Pr ◦ θr(α).

Thus, by Lemma 4.8, ∀α ∈ R, ZXπ
4
` D′1 ◦ θr(α) = D′2 ◦ θr(α), which is equivalent to

∀α ∈ R, ZXπ
4
` D1(α) = D2(α) according to Proposition 4.3.
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4.4. Multiple variables. Proposition 4.3 can be straighforwardly extended to multiple
variables:

Proposition 4.11. For any D1(~α), D2(~α) : n → m two ZX-diagrams linear in ~α =

α1, . . . , αk with constants in π
4Z, there exist D′1, D

′
2 : (

∑k
i=1 ri)→ n+m two ZX-diagrams

with angles multiple of π
4 such that, for any ~α ∈ Rk,

D1(~α) = D2(~α) ⇔ D′1 ◦ θ~r(~α) = D′2 ◦ θ~r(~α) (eq.4.3)

is provable using the axioms of the ZX-calculus, where ri is the multiplicity of αi in D1(~α) =
D2(~α), ~r := r1, . . . , rk, and θ~r(~α) := θr1(α1)⊗ . . .⊗ θrk(αk).

Pictorially:

ZXπ
4
`
· · ·

· · ·
D1(~α) =

· · ·
D2(~α)

· · ·
⇐⇒

ZXπ
4
`

α1 α1

· · ·
D′1
· · ·

r1
αk
· · ·
αk

rk

· · ·

· · ·

=
D′2

α1α1

rkr1

· · ·· · ·
αk

· · ·

· · ·

αk
· · ·

Similarly Lemma 4.9 can also be extended to multiple variables:

Lemma 4.12. For any k ≥ 0, any ~r = r1, . . . , rk ∈ Nk and any D1, D2 : (
∑

i ri)→ n,

(∀~α ∈ Rk, JD1 ◦ θ~r(~α)K = JD2 ◦ θ~r(~α)K) ⇔ JD1 ◦ P~rK = JD2 ◦ P~rK where no αi appear in D1

or D2, and P~r = Pr1 ⊗ . . .⊗ Prk .

Using Proposition 4.11 and Lemma 4.12 (whose proofs are similar to those of 4.3 and 4.9),
the proof of Theorem 1.2 is similar to the single variable case (Proposition 4.10) by induction.

Notice that Theorem 1.2 implies that if ∀~α ∈ Rk, JD1(~α)K = JD2(~α)K thenD1(~α) = D2(~α)
has a uniform proof in the ZX-calculus in the sense that the structure of the proof is the
same for all the values of ~α ∈ Rk. Indeed, following the proof of Theorem 1.2, the sequence
of axioms which leads to a proof of D1(~α) = D2(~α) is independent of the particular values
of ~α. Notice, however, that Theorem 1.2 is non constructive.

5. Applications of Linear Diagrams

In order to prove that ∀~α ∈ Rk,ZXπ
4
` D1(~α) = D2(~α) using Theorem 1.2, one has to double

check the semantic condition JD1(~α)K = JD2(~α)K for all ~α ∈ Rk, which might not be easy in
practice. We show in the following alternative ways to prove ∀~α ∈ Rk,ZXπ

4
` D1(~α) = D2(~α),

the two first based on a finite case-based reasoning in the ZX-calculus, and the last one by
diagram substitution.

5.1. Considering a basis.

Theorem 5.1. For any ZX-diagrams D1(~α), D2(~α) : 1→ m linear in ~α = α1, . . . , αk with
constants in π

4Z, if

∀j ∈ {0, 1},∀~α ∈ Rk,ZXπ
4
` D1(~α) ◦RX(jπ) = D2(~α) ◦RX(jπ)

then
∀~α ∈ Rk,ZXπ

4
` D1(~α) = D2(~α)
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Proof. Assume ZXπ
4
` D1(~α) ◦RX(jπ) = D2(~α) ◦RX(jπ) for any j ∈ {0, 1} and any ~α ∈ Rk.

It implies that for x ∈
{(

1
0

)
,

(
0
1

)}
, JD1(~α)Kx = JD2(~α)Kx, so JD1(~α)K = JD2(~α)K,

which implies according to Theorem 1.2 ∀~α ∈ Rk,ZXπ
4
` D1(~α) = D2(~α).

Notice that the Theorem 5.1 can be applied recursively: in order to prove the equality
between two diagrams with n inputs, m outputs, and constants in π

4Z, one can consider the
2n+m ways to fix these inputs/outputs in a standard basis states. It reduces the existence
of a proof between two diagrams with constants in π

4Z to the existence of proofs on scalar
diagrams (diagrams with no input and no output).

Corollary 5.2.

∀α, β ∈ R,ZXπ
4
`

α

π
4

π
2

π
4

β

-β

=

-β

β

α

-β

β

α

π
4

π
4

π
2

Proof. We can prove that this equality is derivable by plugging our basis

(
,
π
)

on the

input and one of the outputs. The detail is given in the appendix at Section C.2.

5.2. Considering a finite set of angles.

Theorem 5.3. For any ZX-diagrams D1(~α), D2(~α) : n→ m linear in ~α = α1, . . . , αk with
constants in π

4Z, if
∀~α ∈ T1 × · · · × Tk,ZXπ

4
` D1(~α) = D2(~α)

then
∀~α ∈ Rk,ZXπ

4
` D1(~α) = D2(~α)

with Ti a set of µi + 1 distinct angles in R/2πZ where µi is the multiplicity of αi in
D1(~α) = D2(~α).

Proof. In the proof of Lemma 4.9, we actually only used µα+ 1 values of α, that constitute a
basis of Sµα . This extends naturally to several variables: the dimension of Sµα1 × · · · × Sµαk
is (µα1 +1)×· · ·× (µαk +1), and taking ~α ∈ T1×· · ·×Tk gives as many linearly independent
vectors in (hence a basis of) Sµα1 × · · · × Sµαk .

Corollary 5.4.

π

α β

α β

=

α+β
π

β
α−β

Proof. Notice that µα = 2 and µβ = 3 in this equation. Hence we need to evaluate it
for 12 values of (α, β), for instance for α, β ∈ {0, π, π2 } × {0, π,

π
2 ,−

π
2 }. We can actually

simplify the proof, by showing that whatever the value of β ∈ R, the equation is derivable
for α ∈ {0, π, π2 }. This means the equation is derivable for all α, β ∈ {0, π, π2 } × R, and a
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fortiori for all α, β ∈ {0, π, π2 } × {0, π,
π
2 ,−

π
2 } which would be a direct application of the

theorem. Details are in appendix at Section C.3.

Remark 5.5. The number of occurrences of a variable is not to be mistaken for its
multiplicity. For instance consider the following equation:

α
=

-α

This equation is obviously wrong in general, but not for 0 and π. If we tried to apply
Theorem 5.3 with the number of occurrences (which seems to be 1), then we might end up
with the wrong conclusion. The multiplicity (here µα = 2) prevents this.

5.3. Diagram substitution.

Definition 5.6. A diagram D : 0→ n is symmetric if for any permutation τ on {1, . . . n},
Qτ (JDK) = JDK

where Qτ : C2r → C2r is the unique morphism such that:

∀ϕ1, . . . , ϕr ∈ C2, Qτ (ϕ1 ⊗ . . .⊗ ϕr) = ϕτ(1) ⊗ . . .⊗ ϕτ(r).

In particular for any diagram D0 : 0→ 1, D0 ⊗ . . .⊗D0 is a symmetric diagram.

Theorem 5.7. For any D1(~α), D2(~α) : r → n and any symmetric D(~α) : 0→ r such that
D1(~α), D2(~α), and D(~α) are linear in ~α with constants in π

4Z, if ∀α0 ∈ R, ∀~α ∈ Rk,ZXπ
4
`

D1(~α) ◦ θr(α0) = D2(~α) ◦ θr(α0) then ∀~α ∈ Rk,ZXπ
4
` D1(~α) ◦D(~α) = D2(~α) ◦D(~α) i.e.,

pictorially:∀α0 ∈ R,∀~α ∈ Rk, ZXπ
4
` D1(~α)

α0

· · ·

α0· · ·
= D2(~α)

α0

· · ·

α0· · ·  =⇒

∀~α ∈ Rk,ZXπ
4
`
D1(~α)
· · ·

· · ·

D(~α)

=
D2(~α)
· · ·

· · ·

D(~α)


Proof. If ∀α0 ∈ R,∀~α ∈ Rk,ZXπ
4
` D1(~α)◦θr(α0) = D2(~α)◦θr(α0) then JD1(~α) ◦ θr(α0)K =

JD2(~α) ◦ θr(α0)K, so according to Lemma 4.9, JD1(~α) ◦ PrK = JD2(~α) ◦ PrK. It implies that
ZXπ

4
` D1(~α) ◦ Pr = D2(~α) ◦ Pr, so ZXπ

4
` D1(~α) ◦ Pr ◦ D(~α) = D2(~α) ◦ Pr ◦ D(~α). To

complete the proof, it is enough to show that ZXπ
4
` Pr ◦D(~α) = D(~α).

Let S = {JDK | D : 0 → n symmetrical}. First we show that S is of dimension at most
r + 1. Indeed, notice that if ϕ ∈ S, then ∀i, j ∈ {0, . . . , 2r − 1} s.t. |i|1 = |j|1, ϕi = ϕj ,
where |x|1 is the Hamming weight of the binary representation of x. As a consequence,

for any ϕ ∈ S, ∃a0, . . . , ar ∈ C s.t. ϕ =
∑n

h=0 ahϕ
(h) where ϕ(h) ∈ C2r is defined as

ϕ
(h)
i =

{
1 if |i|1 = h

0 otherwise
. Thus S is of dimension at most r + 1. Moreover, for any α ∈ R,

Jθr(α)K ∈ S, so S ⊆ Sr := span{Jθr(α)K | α ∈ R}. Since Sr is of dimension r + 1 (see proof
of Lemma 4.9), S = Sr. As a consequence JDK ∈ Sr, so JPrK ◦ JD(~α)K = JD(~α)K, since,
according to Lemma 4.8 for any α ∈ R, JPr ◦ θr(α)K = Jθr(α)K. Thus, ZXπ

4
` Pr ◦ D(~α)

thanks to Theorem 1.2.



11:28 E. Jeandel, S. Perdrix, and R. Vilmart Vol. 16:2

Corollary 5.8.

∀α, β ∈ R2, ZXπ
4
`

β α βα

π

=

π
α β

β α

Proof. Indeed, simply by decomposing the colour-swapped version of (SUP) using (S), we
can derive:

∀α ∈ R, ZXπ
4
` =

α α

π

α α
π

Now we just need to apply Theorem 5.7 with

β αα β

:=D(α, β) which is clearly

symmetrical:

π

β αα β

= π

D(α, β)

= π

D(α, β)

=

β α
α β

π

6. Completeness for the General ZX-Calculus

The previous result on linear diagrams gives a lot of power to the axiomatisation ZXπ
4
.

We want now to complete this axiomatisation for the unrestricted ZX-Calculus, i.e. we
want to add enough axioms to ZXπ

4
so that the resulting axiomatisation makes the general

ZX-Calculus complete. This problem has been addressed in [HNW18], although to answer it,
the authors added two generators to the language, and built a set of rules involving around
25 axioms. In the following, we show that we only need to add one axiom to ZXπ

4
.

6.1. Incompleteness. The axiomatisation ZXπ
4

is complete for the Clifford+T quantum

mechanics –i.e. the π
4 -fragment–, but is not complete in general:

Theorem 6.1. There exist two ZX-diagrams D1 and D2 such that:

JD1K = JD2K and ZXπ
4
0 D1 = D2

Proof. Consider the following equation:

2π
3

4π
3

=

This equation is sound, it represents

(1 + ei
2π
3 )(1 + ei

4π
3 ) = 1 + ei

2π
3 + ei

4π
3 + ei

6π
3 = 1

However, consider the interpretation J.K9 that multiplies all the angles by 9. All the multiples

of π
4 remain unchanged (kπ4 × 9 = kπ

4 + 2kπ = kπ
4 ). It is then easy to show that all the rules

of ZXπ
4

hold with this interpretation. However:
r

4π
3

2π
3

z

9
= 6= =

r z

9
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Indeed the left hand side amounts to 4 while the right hand side amounts to 1. Since all the
rules of ZXπ

4
hold with this interpretation, if the calculus were complete, then it would prove

the above equation and so its interpretation would hold. It does not, so the ZX-Calculus is
not complete.

Notice that thanks to Theorem 1.2, a completion of the ZX calculus would imply to
add either non linear axioms, or axioms with constants not multiple of π/4. Such potential
axioms have already been discovered, for instance the cyclotomic supplementarity [JPVW17]:

=

α+ 2π
n

α+
n−1
n

2π
α

· · ·

nα+

(n−1)π
· · · (SUPn)

Adding this family of axioms to those of ZXπ
4

would nullify the counterexample in the proof

of 6.1 (the equality is derivable from ZXπ
4

+ (SUP3)). However, the ZX-Calculus, with this

set of axioms, would still be incomplete. Indeed, the argument given in [JPVW17] still holds
here.

In the following, we actually show that adding one axiom to ZXπ
4

is sufficient to get the

completeness in general. Contrary to the axioms of ZXπ
4
, this one manipulates angles in a

non-linear fashion.

6.2. From ZX to ZW. Both the ZX-Calculus and the ZWC-Calculus are universal for
complex matrices, so there exists a pair of translations between the two languages which
preserve the semantics ([.]X : ZWC → ZX and [.]W : ZX → ZWC s.t. ∀D ∈ ZX, J[D]W K =
JDK and ∀D ∈ ZWC, J[D]XK = JDK). The axiom (A) has been chosen so that we can

prove that
(

ZXπ
4

+ (A)
)
` [[D]W ]X = D for any generator D of the ZX-calculus and that(

ZXπ
4

+ (A)
)
` [D1]X = [D2]X for any axiom D1 = D2 of the ZW-Calculus. The choice of

the translations is however essential as the new axiom relies on them.
In [NW17, HNW18], the authors already use the same proof technique — i.e. transporting

the completeness from ZWC to ZX —, and hence provide two interpretations from ZX to
ZWC and back. The former, that we denote [.]W absolutely suits our needs:

[.]W

7→ 7→ 7→

7→ 7→

7→α eiα
· · · · · ·

· · · · · ·
7→ 1√

2

· · ·
α
· · ·
7→

[ ]⊗m
W

◦

[
α
· · ·

· · ·

]
W

◦

[ ]⊗n
W

D1 ◦D2 7→ [D1]W ◦ [D2]W D1 ⊗D2 7→ [D1]W ⊗ [D2]W
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6.3. From ZWC to ZX. The [.]X translation has already been partially defined in Section 3.
To extend it to the generalised white spider present in ZWC, the main subtlety is the encoding
of positive real numbers in the ZX-diagrams. In [NW17], the authors decompose, roughly
speaking, a positive real number into its integer part and its non-integer part. Our translation
relies on a different (although not unique) decomposition:

∀z ∈ C, ∃(n, θ, β) ∈ N× [0; 2π)×
[
0;
π

2

]
, z = 2n cos(β)eiθ

[.]X

7→ 7→ 7→

7→ 7→

π7→

7→

7→

π

π
2

π
4

π
4

−π
4

−π
4

ρeiθ 7→ θ

· · ·

· · ·

· · ·

· · ·

β

-β

γ

-γ

π
⊗n

 n := max (0, dlog2(ρ)e)
β := arccos ρ

2n

γ := arccos 1
2n

( )

D1 ◦D2 7→ [D1]X ◦ [D2]X D1 ⊗D2 7→ [D1]X ⊗ [D2]X

Remark 6.2. n is well-defined: Every complex number x 6= 0 can be expressed as ρeiθ

where ρ ∈ R∗+. If x = 0, then n := 0. However, θ may take any value, but it makes no
difference (see Section D.3 in appendix).

We may prove the two following propositions:

Proposition 6.3. (
ZXπ

4
+ (A)

)
` D = [[D]W ]X

Proof in appendix at Section D.1.

Proposition 6.4.

ZWC ` D1 = D2 =⇒
(

ZXπ
4

+ (A)
)
` [D1]X = [D2]X

Proof in appendix at Section D.3.
The completeness of the calculus is now easy to prove:

Proof of Thm. 1.3. Let D1 and D2 be two diagrams of the ZX-Calculus such that JD1K =
JD2K. Since [.]W preserves the the semantics, J[D1]W K = J[D1]W K. By completeness of the

ZWC-Calculus, ZWC ` [D1]W = [D2]W . By Proposition 6.4,
(

ZXπ
4

+ (A)
)
` [[D1]W ]X =

[[D2]W ]X . Finally, by Proposition 6.3,
(

ZXπ
4

+ (A)
)
` D1 = D2 which completes the

proof.
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7. Discussion on the New Axioms

βα π

βγ

-γ

α
=

α

απ

β -γ

γ

β(C)
as a Commutation of Controlled Operations

A controlled operation is a fairly common concept in quantum circuits. Let U be an
n→ n diagram representing a unitary. Then, a larger diagram n+ 1→ n+ 1, denoted ΛU ,
is considered a controlled U if:

ΛU =

· · ·

· · ·
· · · ΛU =

· · ·

· · ·
U
· · ·

· · ·
π

π

The leftmost wire in ΛU has a particular function: it is called the control wire. When
classical data is plugged on this wire, you recover this data at the end of the operation.
Plus, if |0〉 is plugged, the identity is recovered on the n right wires, whilst if |1〉 is plugged,
then U is recovered on the right. For instance, the following diagram can be considered as

ΛRZ(2α): α α

-α

, because

α α

-α

= and α α

-απ

= π 2α

One can easily reverse the roles of |0〉 and |1〉 in ΛU by adding π before and after the

controlled operation on the control wire. The result, denoted ΛU :

ΛU
· · ·

· · ·
:= ΛU

· · ·

· · ·π

π

is called an anti-controlled operation. The identity is obtained when |1〉 is plugged on the
control wire, and U when |0〉 is plugged.

Controlled operations haves a nice matrix interpretation: JΛUK =

(
I2n 0
0 JUK

)
, as well

as anti-controlled operations:
q
ΛU

y
=

(
JUK 0
0 I2n

)
. An interesting property of controlled

and anti-controlled operations, that can easily be seen thanks to the interpretation, is that

they commute:
q
ΛU ◦ ΛV

y
=

q
ΛV ◦ ΛU

y
=

(
JV K 0

0 JUK

)
.
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Now, let U(β) = RZ(2β)⊗ I = 2β and V (α, γ) =
γ

2α

-γ

. Then we can consider the

following diagrams as ΛU(β) and ΛV (α, γ):

ΛU(β) := β β

-β

= β β

β

π
π

-β

ΛV (α, γ) := α α

-α -γ

γ

π

π

= -α α

α -γ

γ

These two diagrams should commute. The rule (C) expresses this equality in a ZX-style,
i.e. with redundant information being cropped out of the picture. Indeed, if we ignore the
scalars — that are invertible —, we get on the one hand:

-α α

α -γ

γ

β β

β

π

=

β

α

π β

γ

-γα

β-α =
α

α

π β

-γ

γ

β

β-α =
-α α

α -γ

γ

β β

β

π

And on the other hand:

βα π

βγ

-γ

α
=

-α α

α -γ

γ

β β

β

π

α-β

=
-α α

α -γ

γ

β β

β

π

α-β

=
α

απ

β -γ

γ

β

Hence the two equations are equivalent under the ZX-rules for Clifford.

θ2θ1

α-α β -β

=

γ
-γ

2eiθ3 cos(γ) = eiθ1 cos(α) + eiθ2 cos(β)

π
2

π
4

π
4

θ3

π
4 π

4

(A)
as a Sum of Two Controls

First of all, let us notice that the following pattern, which can be found three times in
(A), has interpretation: u

ww
v θ

α -α
}

��
~ =

√
2

(
1

eiθ cos(α)

)
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Such a diagram can be seen as a controlled scalar. Up to the global scalar
√

2, if 〈0| is
plugged at the bottom, we get 1, but if 〈1| is plugged, then we get eiθ cos(α). Two of
occurrences of this pattern are plugged to the following pattern, with interpretation:

u

www
v

π
2

π
4

π
4

}

���
~

=

√
2ei

π
4

2

(
1 0 0 0
0 1√

2
1√
2

0

)

If two controlled scalars

(
1
x

)
and

(
1
y

)
are plugged on top, we get:

√
2ei

π
4

2

(
1 0 0 0
0 1√

2
1√
2

0

)
1
y
x
xy

 =

√
2ei

π
4

2

(
1

1√
2
(x+ y)

)

In our case, x = eiθ1 cos(α) and y = eiθ2 cos(β). For any two such numbers, there exist θ3
and γ such that eiθ1 cos(α) + eiθ2 cos(β) = 2eiθ3 cos(γ). Hence:

u

wwwwwww
v

θ2θ1

α-α β -β

π
2

π
4

π
4

}

�������
~

=
√

2ei
π
4

(
1√

2eiθ3 cos(γ)

)
= ei

π
4

(
1 0

0
√

2

)√
2

(
1

eiθ3 cos(γ)

)

The term
√

2

(
1

eiθ3 cos(γ)

)
can be represented by the first pattern. The term ei

π
4

(
1 0

0
√

2

)
,

however, can be represented by

π
4 π

4 .

We end up with:

θ2θ1

α-α β -β

=

γ
-γ

2eiθ3 cos(γ) = eiθ1 cos(α) + eiθ2 cos(β)

π
2

π
4

π
4

θ3

π
4 π

4

(A)

8. Parametrisation of the Triangle

In this section we go further, and make the triangle a generator of the language. However,
contrary to [NW17, HNW18], where a λ-box has been introduced to meet the ring structure
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of ZWC, this property will be achieved by the triangle itself, for it is allowed a parameter:

∆(r) : 1→ 1
r

where ∀r ∈ C,

t
r

|

=

(
1 r
0 1

)
This parametrisation changes the fundamental nature of the ZX-calculus. It leads to a new
language in which a phase group and the ring structure coexist. An axiomatisation ZXT is
proposed in Figure 6.

· ·
· = α+β

β

· · ·
α
· · ·

(S)
· · ·· · ·

· · ·

· · ·

=
(I) −π

4

π
4

=
(E)

=
(CP)

=
(B)

=
π

α

-α

πα

π(K)

π
2

π
2

-π
2

=
(EU)

α

· · ·

= α

· · ·

· · ·

· · ·
(H)

α α+π

=

2α+π

(SUP)

βα π

βγ

-γ

α
=

α

απ

β -γ

γ

β(C)

eiθ tan(α)

=
π
2

θ

α

π
2

-α

−π
4

π

α 6= π
2 mod π

-θ

(TD)

α

α

2α

π =
π

(BW’)
=

r

s
r+s

(TA)

Figure 6: Set of rules ZXT for the ZX-Calculus with parametrised triangles.

We claim that our calculus is simpler than the one presented in [NW17]. In this new
version of the ZX-Calculus, the interpretation of the parametrised triangle in ZWC [.]W is:

r 7→ r
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while the interpretation in ZX [.]X of the white dot is simplified:

ρeiθ

ρeiθ 7→
· · ·

· · ·

· · ·

· · ·

Here again, we define the parametrised green triangle, as well as the triangle with no
parameter (which happens to be the same as the one we introduced before):

:=
rr

:= 1

Indeed, notice that using (TD) with α = π
4 , we get the initial definition of the triangle, up

to a scalar that can be dealt with.

Proposition 8.1. The set of rules for Clifford+T is deducible from the set ZXT in Figure 6.

Proof. All the rules of the Clifford+T fragment except (BW) are expressed in the set ZXT.
Instead, this rule is replace by (BW’) in ZXT, but the two are equivalent as shown in
Lemma A.30.

As a corollary, we can prove any equality between two diagrams of the Clifford+T
fragment using ZXT. We may now wonder if we can have a theorem for the new language
similar to Theorem 1.2. To do so we need to update our notion of linear diagrams, for now,
there can be two kinds of parameters, that we need to distinguish: the ones in green and red
nodes, that follow a group structure, and the ones in triangles, that follow a ring structure:

Definition 8.2. A ZXT-diagram is linear in (~α,~r) with constants in C ⊆ R, if it is

generated by R
(n,m)
Z (Eα), R

(n,m)
X (Eα), ∆(Er), H, e, I, σ, ε, η, and the spacial and sequential

compositions, where n,m ∈ N, and:

• Eα is of the form
∑

i niαi + c, with ni ∈ Z and c ∈ C
• Er is of the form

∑
i niri + p, with ni ∈ Z and p ∈ Z

It may look strange that Er has coefficients and constants in Z since the triangle should
be able to hold any complex parameter. This choice actually simplifies the proof of the
following theorem. Although, once we have the completeness (Theorem 8.10), the previous
definition can obviously be changed with:

• Er is of the form
∑

i niri + p, with ni ∈ C and p ∈ C
Theorem 8.3. For any diagrams D1(~α,~r) and D2(~α,~r) linear in (~α,~r) with constants in
π
4Z:(
∀(~α,~r) ∈ Rkα × Ckr , JD1(~α,~r)K = JD2(~α,~r)K

)
⇐⇒ ZXT ` D1(~α,~r) = D2(~α,~r)

To prove this theorem, we will first need a few lemmas (their proofs are in Appendix at
page 68):

Lemma 8.4. The green node α has an inverse, denoted α−1, if α 6= π mod 2π:

ZXT `

tan(α/2)

α

π

−π
2

π
−π
4

=

α 6= π mod 2π
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Lemma 8.5. Phases can be extracted from the parameter of a triangle:

eiθr = r
θ

-θ

=⇒ -r = r
π

π

Lemma 8.6. A triangle with parameter 0 is the identity:

0 =

Proof of Theorem 8.3. The idea of the proof is to use (TD) to recover a diagram of the
ZX-Calculus with no triangle, and use Theorem 1.2.

Let D1(~α,~r) and D2(~α,~r) be two linear diagrams of ZXT, such that JD1(~α,~r)K =
JD2(~α,~r)K. For any parametrised triangle, in both diagrams, we first develop its expression:

p+
∑
niri =

n1r1

p..
.

..
.

nkrk

Then, we decompose each triangle with parameter njrj , distinguishing according to the sign
of nj , using (TA), 8.6 and 8.5:

nj = 0 : nj > 0 : nj < 0 :

0 =
njrj =

rj

nj ..
.

rj

njrj =

rj

-nj ..
.

rj

π

π

We have:

∀(~α, ~θ, ~β) ∈ R` × [0, 2π[k×[0, π2 [k,r
D1

(
~α,
[
eiθj tan(βj)

]
j

)z
=

r
D2

(
~α,
[
eiθj tan(βj)

]
j

)z
where

[
eiθj tan(βj)

]
j

= eiθ1 tan(β1), . . . , e
iθk tan(βk). In order to use (TD), we need to add

enough 2βj to the diagrams. We can easily count the number of occurrences of rj in

D1 and D2, and we define mj to be the maximum of these two quantities. We add mj

occurrences of 2βj to both diagrams: Di ⊗

[⊗
j

(
2βj

)⊗mj]
. Notice that the equation

remains sound:

∀(~α, ~θ, ~β) ∈ R` × [0, 2π)k × [0,
π

2
)k,
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u

vD1

(
~α,
[
eiθj tan(βj)

]
j

)
⊗

⊗
j

2βj
⊗mj

}

~=

u

vD2

(
~α,
[
eiθj tan(βj)

]
j

)
⊗

⊗
j

2βj
⊗mj

}

~

Now, there is enough occurrences of 2βj in both diagrams to use (TD) on all the triangles.

We denote di the resulting diagrams. These diagrams are triangle free, hence can be

assimilated to diagrams of the canonical ZX-Calculus, and are linear in (~α, ~θ, ~β). Since

∀(~α, ~θ, ~β) ∈ R` × [0, 2π)k × [0,
π

2
)k,

r
d1(~α, ~θ, ~β)

z
=

r
d2(~α, ~θ, ~β)

z

using Theorem 5.3, ∀(~α, ~θ, ~β) ∈ R`+2k, ZXπ
4
` d1(~α, ~θ, ~β) = d2(~α, ~θ, ~β). However, thanks to

Proposition 8.1, ∀(~α, ~θ, ~β) ∈ R`+2k, ZXT ` d1(~α, ~θ, ~β) = d2(~α, ~θ, ~β). Finally, for all r ∈ C,
there exists (θ, β) ∈ [0, 2π)× [0, π2 ) such that r = eiθ tan(β). Hence, thanks to Lemma 8.4,

∀(~α,~r) ∈ R` × Ck, ZXT ` D1(~α,~r) = D2(~α,~r).

Again, this theorem proves to be very useful for proving the derivability of some equations,
for instance:

Lemma 8.7.

ZXT `
r

r
θ

=

θ
r
θ

Lemma 8.8.

ZXT `
r

s

r

s

=

The last two lemmas are direct applications of Theorem 8.3 while the following requires
a bit more work.

Lemma 8.9.

∀r, s ∈ C, ZXT `
r s rs=

The proof is in Appendix at page 69.
After this, it is not hard to show:

Theorem 8.10. The set of rules ZXT (in 6) is complete for quantum mechanics.

The proof is in Appendix at page 70.
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Appendix A. Lemmas from ZXπ
4

In this appendix (B.1, B.2) are the proofs of Propositions 3.9 and 3.10. To simplify the
following work, we use the new node introduced as a notation in Section 3, and give a few
lemmas in Section A.1, and prove them in Section A.2. We try to specify at each step which
axiom or previously proven lemma has been used. The spider rule (S) is so natural in ZX
and used so many times that we decided not to list it when we use it. Keep in mind that
for any provable equation, its upside down version, its colour-swapped version, and (after
Lemma A.12) its version with opposed angles are all provable.

A.1. Lemmas.

http://arxiv.org/abs/1706.09877
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Lemma A.1.

=

Lemma A.2.

=

Lemma A.3.

=
π π

π

· · · · · ·
Lemma A.4.

=

Lemma A.5.

α

π

β

π

α+β

π

=

Lemma A.6.

α
=

Lemma A.7.

=

Lemma A.8.

π =

Lemma A.9.

π
2

π
2 = π

π
2

Lemma A.10.

=

Lemma A.11.

=
π

π

Lemma A.12. Let J.K−1 be the interpretation that multiplies all the angles by −1. Then:

ZXπ
4
` D1 = D2 ⇐⇒ ZXπ

4
` JD1K−1 = JD2K−1

Lemma A.13.

π
2 =

π
4

π

Lemma A.14.

π
4

ππ
2 =

−π
2

Lemma A.15.

=

π
2

π
2

π
2 −π

4

π

Lemma A.16.

βα

π

βα

=

β

β

π

α

α

Lemma A.17.

βα

π

βα

= π

β

βα

α

Lemma A.18.
−π
4
−π
4

−π
4
−π
4

π = −π
2

π

Lemma A.19.

=
π
−π
2

π
4 π

π
4

π
4

π
4

Lemma A.20.

=
π

π

Lemma A.21.

=

Lemma A.22.

=

π

Lemma A.23.

=

Lemma A.24.

=

π
π

Lemma A.25.

=

π

Lemma A.26.

=

π

π

π

Lemma A.27.

π

=
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Lemma A.28.

=

π

=

Lemma A.29.

=

Lemma A.30.

π =
π

Lemma A.31.

π

π

= =
π

π

Lemma A.32.

=
π

Lemma A.33.

-γ

π

β

β

γ

α

α
=

-γ

π

β

γ

α

β α

Lemma A.34.

=

Lemma A.35.

=

Lemma A.36.

π

=

and

=

Lemma A.37.

=

π

π

A.2. Proof of Lemmas.

Proof of Lemma A.1.

=
(I)

=
(CP)

= =
(H)

Proof of Lemmas A.2 to A.11.
Lemmas A.5 and A.6 are proven in [BPW17a, JPVW17]. The other lemmas are in the π

2 -
fragment and hence are derivable by completeness of this fragment, since the axiomatisation
from [BPW17b] can easily be recovered from Lemma A.1.

Proof of Lemma A.12. The result is quite obvious for all rules except maybe for (E), (HD)
and (BW).

• (E):

−π
4

π
4

=
(H)

−π
4

π
4

=
(H)

−π
4

π
4

=
(E)
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• (HD):

−π
2

−π
2

π
2

=

π
2

π
2

−π
2

π

π

π =
A.3

π
2

π
2

−π
2

=
(HD)

• (BW):

−π
4

π
2

−π
4

−π
4

−π
4

−π
4

−π
4

=
A.4
(K)
A.5

π
4

π
4

π
4

−π
2

π
4

π
4

π
4

π

π

=
(BW)

π
4

π
4

ππ
4

π

π
2

π
4

π

π

=
(K)
A.5
A.4

π

−π
2

π
−π
4

−π
4

−π
4
−π
4

Moreover, it is to be noticed that

u

v

}

~

−1

= .

Proof of Lemma A.13.

π
4

π
=
(E)

π
π
4π

4

−π
4

=
(H)

π
−π
4

π
4

π
4

=
(HD) 3π

4

π
4

π
4

π −π
2 =

(K)
A.5

π

3π
4

−π
4

π −π
2π

2

=
(SUP)
A.2

−π
2

π

π
2

π
2

π
=
A.5
A.4

π
2

Proof of Lemma A.14.

π
2

=
(H)

π
2

=
(HD)

−π
2

π
2 =

(CP)

π
2

−π
2

=
(H)
A.13

π
4

π−π
2

Proof of Lemma A.15.

=
(HD)

π
2

π
2

−π
2 =

(H)
A.4
A.5

π
4

π
π
2

π
2

−π
2

−π
4

π

=
A.14 π

2 π

π
2

−π
4

π
2 =

(H)

π
2

π
2

π
2

π
−π
4
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Proof of Lemma A.16.

βα

π

βα

=
A.15
A.5
A.4

β

π

α

βα
π

π
2

−π
2

−π
2 π

2

=
(CP)

−π
2

β

α β

π

π

−π
2

α

π
2

π
2

=
(C)

π
2

α

π

−π
2

β

π

π
2

β

α

−π
2

=
(CP)

αβ

π
2

β

π

π
2

−π
2

α

−π
2 =

A.4
A.5
A.15 β

β

π

α

α

Proof of Lemma A.17. By completeness of the π
2 -fragment:

=

Then:

βα

π

βα

=

βα

βα

π

=
A.16

π

α

αβ

β =
A.7

βα

π

α β

=
(H)
A.1
A.2

α

π

α β

β

Proof of Lemma A.18.

−π
4

−π
4

−π
4

−π
4

π =
A.4
(K)
A.5

π
4

−π
4

π

−π
4

π
4

π
−π
2

=
A.17
A.4

π
4

π
π
4

−π
2

−π
2

π
4

π
4

−π
2

π =
A.14
A.5

π
2

π

π

π

π
4

π
4

π
2

π
4

π
4 =

A.15
(I)
A.5 π

4

π
−3π
4

π
π
4

−π
2

π
4

π
4

=
(I)
A.4
A.2

π
π
4

π
4

π
−3π
4 =

(K)
A.5

−π
2

π

=
A.1
A.4

−π
2

π
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Proof of Lemma A.19.

=
3.8
(K)
A.5

π
4

π
4

π
4

π
4

π
2

π
−π
2

=
(H)
A.2

π
4

π
4

π
4

π
2

−π
2

π

−π
4
π
2

=
A.7
A.16

π
4

π
4

π

π
4

π
2

−π
2

−π
4

π
2

=
(H)
A.15
A.5

π
4

π
4

−3π
4

π
2

π
π
2

π
4

π
4

π
2

π
2

=
A.9
A.2

π
4

π
2

π

π
4

π
2

π
4

π
4

−3π
4

π
2

π =
A.15
A.5

π

π
4

π
4

π
−π
2

π
4

π
4 =

(H)
π
−π
2

π
4

π

π
4

π
4

π
4

Proof of Lemma A.20.

π
=
A.19

π
−π
2

π
4 π

π
4

π
4

π
4

π

=
A.10 π

4 π

π
4

−π
2

π
4

π
4 π

π

=

π
4

π
4

π
4

π
4

π π

π

−π
2 =

A.19 π

Proof of Lemma A.21.

=
3.8

π
4

π
4

−π
4

−π
4

π
2

=
A.4
(CP)

−π
2

π
2
π
2

=
A.13

π
2

π
2

−π
4

π

=
A.14
A.5

π
2

−π
2

=

Proof of Lemma A.22.

π

=
3.8

π
4

π
4

−π
4

−π
4

π
2

π

=
A.3
(CP)

π

−π
4

π
4

π
2

−π
4

π
4

π
=
(K)
A.5 π

2

π
4

−π
4

=
(CP)
A.6

=
A.1
A.4
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Proof of Lemmas A.23 and A.24. The result comes naturally from A.20, A.22 and A.21.

Proof of Lemma A.25.

π

=
3.8

π
π
2
π
4

−π
4
−π
4

π
4

=
(S)
A.3
(CP) −π

4

−π
4

5π
4

π
4

π
π
2

=
(SUP)
A.4
A.2 −π

4

−π
4

π
2

π −π
2

=
(CP)

π
2

−π
2

π

−π
2 =

A.13

π
2

π
−π
4

π
−π
4

π

=
A.5
A.4

Proof of Lemma A.26.

π

π
=
A.20

π

π

π

π
=
A.3
(CP)

π

π

π
π

π
=
A.4
A.25

π

π

π

π

=
A.3
(CP)
A.5

π

Proof of Lemma A.27.

π

π
4

π
2

π
4

=
(H)

π
4

π
2π

π
4

=
A.15
(I)
A.4

π

π
2

π
4

π
4

−π
4 =

(B)

π
4

−π
4

π
2 π

π
4

=
(K)
A.5

π
4

−π
4

π
π
4

−π
2

=
A.15
(I) π

2

π
4

π
4

Then:

π

=
3.8

π
4

π
2

π
4

−π
4

−π
4

π

=

−π
4

π
4

π
2

−π
4

π
4

=
3.8

Proof of Lemma A.28. First:

=
3.8

π
2

−π
4

π
4

π
4

−π
4

=
(B)

π
4

−π
4

−π
4

π
2

π
4

=
−π
4

−π
4

π
2

π
4

π
4 =

3.8
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Then:

π

=
A.20 π

=
A.3

π

π

=

π

π

=
A.20
(I)

Proof of Lemma A.29.

=
(B)

=
(S)
A.28

Proof of Lemma A.30.

π =
π

⇐⇒

π
4

−π
4

π
2

π
4

π
2

π
4

π
4

π

−π
4

−π
4

−π
4

=

π
2

π
4

π
4

π

−π
4

−π
4

⇐⇒
(K)
A.4
(I)
A.3

−π
4

π
4

π
4

−π
4

−π
4

−π
4

π
π
2

−π
2 = π

4

−π
4

π
4

−π
4

π
2

π

π

⇐⇒
(K)
A.5
A.4

π
4

−π
2

π
π
4

π
4

π
4

π
4

π
4

−π
2 =

π

π
2

π
4

ππ
4

π
4

π
4

−π
2

π
⇐⇒
A.5
A.4

π
4

π
4

π
4

π
4

π
4

π
4

−π
2 =

π
2

π
4π

π
4

π
4

π
4

π
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Proof of Lemma A.31.

π

π

=
(I)
A.20

π

π

π

π

=
3.8
A.3

−π
4

π

π
4

−π
4

π
2

π
4

−π
4

−π
4

π

ππ
4

π
4

−π
2

π

=
A.18
A.3
A.4
(K)
A.5

π
4

+π

π
4

π
4

−π
2

π
π
4

−π
2

=
(SUP)
A.4
A.2

π
4

π
4

−π
2

−π
2

π
−π
2 =

A.13
(K)

−π
2

π
4

π
−π
4

π
2

−π
4

π
π
4 =

(I)
A.5
A.4

Proof of Lemma A.32. First:

=
A.15

−π
2

−π
2

−π
2

π
π
4 =

A.5
A.13
(I)

(SUP)

π
-3π
4π

2

−π
2

−π
2

π
4

π
4

-3π
4

=
(I)
(K)
A.5
A.3

π
π
4

π
2

π

π
4

π

π

π
2

π
4

π
4

−π
2 =

A.5
A.18

π
4

π

π
2

π

π
4
π
2

π
4

π

π
4

−π
4

π
−π
4

−π
4

−π
4

−π
4

−π
4

π

−π
4

−π
4

π
π
2

=
3.8
(K)
A.5

π

−π
4

π
4

π
4

−π
4

π

π

π =
3.8

π

π

π

π

=
A.20

π

π

π

Then:

=
A.31 π

π

=
π

=
(H) π

=
A.20

π
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Proof of Lemma A.33. First:

α

α

=
(H)

α

α

=
A.32
A.20

α

α

π =
3.8
(B)
A.3

α α

π

π
2

π
4

π
4

π

−π
4

−π
4

=
(H)

π
4

π
4

α
α

π
π
2 π

−π
4

−π
4

=
A.16

π
4

α

π
2

π

α

π
4

π

−π
4

−π
4

=
(H)
A.2 α

π
2

α

π
4 π

π
4

π

−π
4

−π
4

=
A.14 α

α π

−π
4

−π
4

π
2

π

−π
4

−π
4

=
A.18
(I)

α

α

=
A.4
A.2
(I)

α α
=
(H)

α α

then:

π

-γ

βγ

α

β

α =
A.4

α

α
-γ

γ

π

β

β

=
A.4
A.2
(I)
3.8

β

α

π

γ

α

-γ

π
2

β

π
4

π
4

−π
4

−π
4

=
(B)
A.4

β

α

π

γ

α

-γ

π
2

β

π
4

π
4

−π
4

−π
4

=
α

π
4

π
4 β

β

α

π

γ

-γ π
2

−π
4

−π
4

=
(C)

π
4

-γ

π
2

β π
4

α

γ

α

β

π

−π
4

−π
4

= -γ

α

α

β

β

π

γ

where the penultimate diagram is the mirror of the previous one with γ := −γ, so the last
step consists in rolling back to the mirror of the initial diagram with γ := −γ.
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Proof of Lemma A.34.

=
(I)
A.20

π

π
=
3.8
A.3

π
2

π −π
4

π
4

π
4

−π
4

−π
4

−π
4

ππ
4

π
4

−π
2

=
A.18
(K)
A.5

π
2

π
4

−π
4

π
4

π
4

π
2

π

−π
4

=
(B)
A.15

π
2

π
4

π
4

-3π
4

π
4

−π
2

=
(H)

π
4

-3π
4

3π
4

π
4

π
2

−π
2

−π
2

=
(H)
(HD)

π
4

-3π
4

3π
4

π
2

π
4

π
2

π
2

−π
2

−π
2

−π
2

=
(K)
A.33

π
4

-3π
4

3π
4

π
2

π
4

π
2

π
2

−π
2

−π
2

−π
2

=
(HD)

π
4

-3π
4

3π
4

−π
2

π
4

π
2

−π
2

=
A.15

π
4π

4

−π
2
π
2

π

−π
4

π
2−π

4

3π
4

=
A.11

π
4

−π
4 −π

4

π
2

π
2

−π
4

π
2

π

π
4

=
A.15

−π
4

−π
4

π
2

π
4

−π
2

π
4

=
(H)
(K)
A.5

π π
4

π
4

−π
2

π
4

−π
4

−π
2

−π
4

π

=
A.15
A.5

π
4

π −π
2

π

−π
2

π
4

π
4

π
4
π
2

=
A.18
3.8
A.20

Proof of Lemma A.35. First:

π
4

π
4
π
2

π
4
π
2

π
4

=
A.9

π
4

π
4

π

π
4

π
4

π
2

=
(H)

π

π
4

π
2

π
4

−π
4

π
4

π
2

=
(K)
A.16
A.7

π
2π

π
4

−π
4

π
4

π
4

π
2

=
(HD)
A.14
A.4

π

π
4

π
4

π
2

π
4

π
4

−π
4

π
2
−π
2
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=
A.4
(B)

π
4

π
4

π
4

−π
4

π
2 π

π
4

=
A.4
(CP)
(K)
A.5

−π
4

π
2

π
4

π
4

π

−π
4

π
2π

Then:

=
3.8

π
4

π
2

π
4

π
2

π
4

π
4

−π
4

−π
4
−π
4

−π
4

= π
4

π
2

π
4

π
2

π

−π
4

−π
4

−π
4

−π
4

−π
4

−π
4π

=
3.8
A.18

π
2

π π
−π
2 =

A.5
A.4

Proof of Lemma A.36. First:

π
4

π
4

π
4

π
4

π
2

π
2

=
A.4
A.5
A.15

π
4

π
4

π

π
4

π
4

−π
4

−π
2

π
2

=
(B)

−π
2

π
4

π
4

π

−π
4

π
4

π
4

π
2

=
(H)

π
2

π
4

π
4

π

−π
4

π
4

−π
2

π
4

=
A.16

−π
2

π
2

π
4

π
4

π

π
4

π
4

−π
4 =

(H)
A.2
A.15

π
4

π

−π
2

π
4

−π
4

π
4

π
2

π
4

=
A.15
A.5
A.4

π
4

π
2

π
4

π
4

π
4

π
2

Hence:

=
3.8

π
4

π
4

π
4

π
4

π
2

π
2

−π
4
−π
4

−π
4

−π
4

=

π
4

π
2

π
4

π
4

π
4

π
2

−π
4

−π
4

−π
4
−π
4

=
3.8



Vol. 16:2 ZX-CALCULUS COMPLETENESS 11:51

Then:

π

=
A.20
A.3

π

π

=
A.20
A.3

π

π π

=

π

ππ

=
A.20
A.3

Proof of Lemma A.37. First:

=
(I)
A.30

π

π

=
(H)

π

π
=
A.32

π

π

=
A.3
A.20

=
(I)

(CP)
A.4

=
A.29
A.34

Moreover, from A.32, we can easily derive:

π
=
(I)
A.32

π

π

=
(H)
A.3
A.20

and:

=
(I)
A.20

π

π

=
A.32

π

=
(H)

π

Finally:

π

π

=
(H)

π

π

= π

π

=
A.3
A.34
A.29 π

=
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=
(B)
A.4

=

Appendix B. Proof of Propositions 3.9 and 3.10

We first derive an easy but useful lemma for the following:

Lemma B.1. As shown in Section 3:

7→

π

Then:

7→
π

=
A.4
A.2

π

=
A.4
(CP)

π

=
A.21

π

=
A.4

π

B.1. Proof of Proposition 3.9. We prove here that all the rules of the ZW1
2
-Calculus are

preserved by [.]X .

• X:

7→ =
(B)

=
(H)

=
A.27
A.8

←[

• 0a, 0c, 0d and 0d′ come directly from the paradigm Only Topology Matters.
• 0b:

7→
π

=
A.3
A.20

π

=
A.29

π

=
A.3
A.20

π

←[
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• 0b′: Using the result for rule 0b,

7→
π

=
A.29

π

=

π

=
A.29

π

←[

• 1a:

7→ =
(B)

=
A.34

=
(B)

←[

• 1b:

7→
B.1

=
A.29

=
A.4
(CP)

=
A.23
(I)
A.4

=
(I)

←[

• 1c, 1d, 2a and 2b come directly from the spider rules (S) and (I).
• 3a is the expression of the colour-swapped version of Lemma A.3.
• 3b:

7→

π π

=
A.3

π

←[

• 4 comes from the spider rule (S).
• 5a: We will need a few steps to prove this equality.

π

=
(S)
(B) π

=
(H)

π

=
A.27

π π

=
(S)
A.3

π

(eq.B.1)
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=
A.29

=
(B)

=
(S)
A.36

π
=
A.3

π

π

=
A.29
A.3
A.20

(eq.B.2)

π

π

π
=
A.3

π

π

π
=
A.34
A.29

π

π

π =
A.30

π

π

π =
A.3

(eq.B.3)

π
=
A.29

π

=
(B)

π

=
A.3

π

π

π

π

(eq.B.4)

=
A.36

π

π

π

=
A.3 π

π

π

π
=
A.3

π

π

π

π

=
eq.B.4

π

ππ

π

=
A.3

π

π

π

(eq.B.5)

=
eq.B.1
A.29

π

π

=
A.37

π

π

=
eq.B.3
A.3
A.2

π

ππ

π

(eq.B.6)
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=
A.3
eq.B.5 π

π π

π

=
A.3
eq.B.3

=
A.2
eq.B.2

π

π

=
A.3
A.20

=
(B)

= =
(B)

(eq.B.7)

=
A.28
A.29

=
A.1
A.36 π

=
A.1
(B)

π
=
A.28
A.29

Finally,

7→ = =
A.2
A.1
A.11

π

π

=
eq.B.7
A.2

π

π

=
eq.B.6

π

π

=
(B) π

π

=
eq.B.7
A.2

π

π

←[ =

• 5b:

7→
B.1

=
A.4
(CP)

=
A.21

=
A.4
(CP)

←[
B.1
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• 5c:

7→
B.1

=
A.1

=
A.4

←[

• 5d:

7→ π =
A.2

π =
(I)

π =
A.36 π

π

=
A.4
A.2

π

π

=
A.22
A.4

π

=
A.4
A.25

=
A.4
(CP)

←[
B.1

• 6a: Thanks to the rule X we can get rid of induced by the crossing. Then,

7→
X

=
(B)

= =
A.35

← [

• 6b is exactly the copy rule (CP).
• 6c:

7→ =
A.4
A.2

=
A.4
(CP)
(I)

=
A.21

←[
B.1

• 7a:

7→ =
(S)
(H)

=
(B)

=
(H)

←[
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• 7b: using A.3, (H) and (S):

7→
π

=
A.3
(H)

π

π

←[

• R2:

7→ = =
A.2

←[

• R3:

7→ = = ←[

• iv: using (I), (S), A.1 and A.4,

7→ =
(I)

= =
A.1
A.4

←[

B.2. Proof of Proposition 3.10. We can show inductively that:

ZXπ
4
` [[D]W ]X ◦

(
· · ·

π
2

π
4

)
= D ⊗

(
π
2

π
4

)
which is the expression of Proposition 3.4.

• The result is obvious for the generators , , , , and .

• :



X

= π

π

π

π

π

π

π

π

π

π

π

( )⊗4
=
A.4

π

π

π

=
(H)
A.3

π

π
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and, using (S), (HD), A.4, (H), A.2 and A.14:

π

π

π
2

π
4

=
(K)
(I)

(HD)

π
2

−π
4π

π
2

π
4

π

=
(H)

−π
2

π
4

π
4

π

=
A.4
A.2

π
4

π
4

−π
2

π

=
A.14

π
4

π
2

Hence ZXπ
4
`

[[ ]
W

]
X

◦
(

π
2

π
4

)
= π

2
π
4

•


· · ·
m


X

◦
(

π
2

π
4

)
=

· · ·
m

π
4

π
2

•

 · · ·
n 

X

◦
(
· · ·

π
2

π
4

)
=

· · ·n
π
4

π
2

• π
4 :




X

=

π

π ππ

π

π

ππ

π

π

π

π

π

π

π

π

π

)⊗6(
=
A.4
(H)
A.3
(CP)

π

But:

π
2

π
=
3.8

π
2

π
4

π
4

π −π
4

ππ
4

−π
4

π
2

−π
4

π
4

−π
4

π
2

=
A.18
A.15

π
4

π
4

π
4

π
4

π

−π
4

π

=
(H)

π
4

π

π
4

π
4

π
4

−π
4

π

=
A.16 π

−π
4

π
4

π
4

π
4

π

π
4

=
(H)
(CP)
(I)
(K)

π
4

π
4

−π
4
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So that:
π
2

π

π
4

=
(HD)

π

π
4

π
2

π
2

=
(H)
A.2
A.20

π
2

π
π
2

π
4

=

π
4

π
4

π
2

π
4

−π
4

=
(B)

−π
4

π
4

π
4

π
2

π
4 = π

4
π
4

π
2

=
(CP)

π
2

π
4 π

4

which means ZXπ
4
`

[[
π
4

]
W

]
X

◦
(

π
2

π
4

)
= π

4
π
2

π
4

• D1 ◦D2:
It is to be noticed that [D1 ◦D2]X = [D1]X ◦ [D2]X and [D1 ⊗D2]X = [D1]X ⊗ [D2]X .

Let us write ω =
π
2

π
4 . Then:

ZXπ
4
` [[D1 ◦D2]W ]X ◦ (I⊗ ω) = [[D1]W ]X ◦ [[D2]W ]X ◦ (I⊗ ω)

= [[D1]W ]X ◦ (D2 ⊗ ω)

= [[D1]W ]X ◦ (I⊗ ω) ◦D2 = (D1 ⊗ ω) ◦D2

= (D1 ◦D2)⊗ ω
• D1 ⊗D2:

ZXπ
4
` [[D1 ⊗D2]W ]X ◦ (I⊗ ω) =

π
2

π
4· · ·

· · ·
[[D1 ⊗D2]W ]X

=

· · ·
[[D2]W ]X

[[D1]W ]X

· · ·

· · ·

π
2

π
4

=

· · ·
[[D2]W ]X

D1

· · ·

· · · π
2

π
4

=

· · ·
D2

D1

· · ·

· · ·

π
2

π
4

· · ·

=

· · ·
D1 ⊗D2

· · ·
π
2

π
4

= D1 ⊗D2 ⊗ ω

By compositions, for any diagram D, ZXπ
4
` [[D]W ]X ◦ (I ⊗ ω) = D ⊗ ω. Then, using

Lemmas A.6 and A.4:

∀D ∈ ZXπ
4
, ZXπ

4
`
(
· · ·

)
◦ [[D]W ]X ◦

(
· · ·

π
2

π
4

)
= D
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Appendix C. Linear Diagrams

C.1. Proof of Lemma 4.4.

π
4

α

−π
4

π
2

α−π
4

π π
4

=
(H)
A.15

α

π
4

π

−π
4

−π
2

α
−π
4
−π
4

π
π
4

=
(B) −π

4

α

π

π −π
4

α

−π
4

π
4

π
4

−π
2

=
(H)

π

α

π
4

−π
4

−π
4

π

−π
2

−π
4

α

π
4 =

A.16
α

−π
2

π

π
4

π

−π
4

−π
4

π
4

α

−π
4

=
(H)

π
4

−π
2

α

−π
4

π

−π
4

π
4

α

π −π
4

=
(H)
A.2

π
4

−π
4

−π
2

−π
4

α

−π
4

α

π

π
π
4

=
A.14
(K)
A.5 α

−π
4

−π
4

π
α

−π
4

−π
4

π
π
2

=
A.18
A.5

α

α

=
(I)
A.2

α α

C.2. Details of the Proof for Corollary 5.2. We first plug the basis

(
,
π
)

in the

input:

•
– Left hand side:

α

π
4

π
2

π
4

β

-β

=
(CP)
A.6

π
2

β

π
4

-β π
4

=
(I)
A.14
(I)
A.1
A.4

−π
2

π
2

π
4

π

=
(B)

π
π
4

−π
2

π
2

=
(SUP)
(I)

π
π
4 =

A.4
(CP)

π
π
4
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– Right hand side:

-β

β

α

-β

β

α

π
4

π
4

π
2 =

... α

-β

β

α

β

-β

π
4

π

=
(CP)
(I)
A.1
A.4

π
4

π

where the first step was already developed for the left hand side.

The resulting two diagrams are equal when is plugged.

•
π

– Left hand side:

α

π
4

π
2

π
4

β

-β

π

=
(K)
A.3
(CP)

π
2

π
π

β

π
4

-β π
4

π

α

=
(K)
A.5

π
2

π
2β

π

α-β

+π
4 =

A.2
A.6
A.4

π

π

α-β

+π
4

2β

– Right hand side:

-β

β

α

-β

β

α

π
4

π
4

π
2

π

=
... α

-β

β π

α

β

-β

π
π
4

=
(K)
A.3
A.5

π

-β β

π

β
-β

π

α+π
4

where again the first step was already developed for the left hand side.
Now we could have concluded directly with the help of Corollaries 5.8 and 5.4. For the
sake of the example, though, we are going to plug our basis on, say, the left hanging
branch:

∗

π

-β β

π

β
-β

π

α+π
4

=
A.4
(CP)

π

β
α+π

4

π

-β
π

β-β

=
(K)
A.5
(I)
A.1

2β

π
π

α-β

+π
4

∗
π

π

-β β

π

β
-β

π

α+π
4

π

=
A.3
A.4
(CP)

π

β

π

α+π
4

-β
β-β

=
(K)
A.5
(I)
A.1

α-β

+π
4

2β

π
π

π
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Hence, the two initial diagrams result in the same diagram when the basis is applied. Thanks
to Theorem 5.1, the ZX-Calculus proves the equality between the two initial diagrams.

C.3. Details of the Proof for Corollary 5.4.

• α = 0:
– Left hand side:

π

β

β

=
A.4
(CP)

β

β

=
A.1
A.4 β

β

– Right hand side:

β π

β-β
=
(K)
A.5

β

β

• α = π:
– Left hand side:

π

π β

π β

=
(K)
A.3
A.4
(CP)

β+πβ+π

π

π
=
A.1
A.4

π
β+π

π
β+π

– Right hand side:

π+β
π

β
π-β

=
(K)
A.5 β-π

π

π
π+β

• α = π
2 :

– Left hand side:

π

π
2 β

π
2 β

=
A.4
(K)

π
2

π

π
2

β

β

−π
2

=
(SUP)

π
2

β

β
π

=
(I)

π
π
2

2β

– Right hand side:

π
2

+β
π

βπ
2

-β

=
(K)
A.5
(CP)

π
2

π

π
2

+β

β-π
2

=
(SUP)

π
2β

π
2

=
A.4
(CP)

2β

π
π
2

The results are the same for three different values of α. This is enough to get the equation
in Corollary 5.4, according to Theorem 5.3.
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Appendix D. General ZX-Calculus

D.1. Proof of Proposition 6.3. The result is obvious for cups, caps, single wires, empty
diagrams and swaps. Moreover, if we have the result for green dots and the Hadamard gate,
then we also have it for red dots by construction.
For green dots, since n = max (0, dlog2(1)e) = 0, β = γ = 0:

· · ·

· · ·
α 7→

· · ·

· · ·
eiα 7→

· · ·

· · ·
α =

A.4
(CP)
A.1

· · ·

· · ·
α

For Hadamard, first notice:

1√
2

7→

π

−π
4

π
4

=
A.4
(CP)
A.1

−π
4

π
4

π =
A.4
(K)

−π
4

π
π
2

=
A.13

π
−π
4

π
4

π
=
A.5
A.6
A.4

since n = 0, β = arccos 1/
√

2 = π/4, γ = arccos 1 = 0. Finally:

7→ 1√
2

7→ =
(S)
(I)
A.4

D.2. Lemmas for The General ZX-Calculus.

Lemma D.1.

(
ZXπ

4
+ (A)

)
`

β
-β

α
-α

=

γ -γ

where cos(γ) = cos(α) cos(β)

Proof.

(
ZXπ

4
+ (A)

)
`

α
-α

β
-β

=
Thm 1.2

β-α α-β α+β -α-β

π
2

π
4

π
4

π
π
4

π
4

π
−π
2
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=
(A)

-γ
γ π

4 π
4
π
4π
π
4

−π
2

π
=
A.18
A.5
A.6
A.4

-γ γ

where cos(γ) = 1
2(cos(α− β) + cos(α+ β)) = cos(α) cos(β).

Lemma D.2. We can deduce an equality similar to the rule (A):

(
ZXπ

4
+ (A)

)
`

eiθ3 cos(γ) = eiθ1 cos(α) + eiθ2 cos(β)

-γ

π
4

β

π
π
4θ2

=

γ

-α

θ3π
4

π
4π

2

-βα

θ1

Proof.

(
ZXπ

4
+ (A)

)
`

π
4

π

γ

θ3

-γ π
4

=
A.18
(K)
A.5

-γ −π
4

θ3

π
4

γ

π −π
4

π
4

π
4

−π
4 π

4

π
=
D.1 θ3

π
4γ′

π
π
4

-γ′ −π
4

−π
4

π
4 π

=
D.1

π
4 −π

4

θ3

-γ′′
π

γ′′

π
4

π
=
(K)
A.5

π
4

-γ′′

θ3

π
4

γ′′

=
(A)

π
2

-α

θ2

π
4

-ββ

θ1

π
4

α

where cos(γ′) = cos(γ)
cos(π

4
) =
√

2 cos(γ) and cos(γ′′) =
√

2 cos(γ′) = 2 cos(γ). We end up with

the right part of the rule (A), and applying the rule with cos(γ′′) gives the wanted condition
on the angles.

Lemma D.3.
Let ρ ∈ R+. Then, for any n1, n2 ≥ max (0, dlog2(ρ)e):

(
ZXπ

4
+ (A)

)
`

· · ·
β1

)
γ1 ⊗n1

π

· · ·

(

-β1-γ1

=

· · ·

⊗n2
)

π

· · ·
γ2

(
β2

-γ2 -β2

β2 = arccos ρ
2n2

γ2 = arccos 1
2n2

β1 = arccos ρ
2n1

γ1 = arccos 1
2n1
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Proof. First we prove:

(
ZXπ

4
+ (A)

)
`

π
3−π

3

π
3 −π

3π
=
5.8
A.4
A.2

−π
3π

π
3

π
3

−π
3

=
D.1

π
π
4

−π
4

⊗4)(
π
−π
4

π
4

−π
4

π
4

−π
4

π
4

=
A.4
A.3
A.5

π

)⊗5(
π

π

π

−π
4
−π
4

−π
4

−π
4

−π
4

−π
4

−π
4
−π
4

=
A.18

(
π

)⊗5
π

π
−π
2

−π
2

π
=
A.1
A.5
A.4

We now show the result for n ≥ max (0, dlog2(ρ)e) and n + 1, which then generalises to
lemma D.3 by induction:

(
ZXπ

4
+ (A)

)
`

γ
)

· · ·
-γ

· · ·
(

-β

π

⊗nβ

=

-γ

−π
3

)ππ
3

π
3

-β

β

(
π

· · · −π
3

· · ·

⊗n

γ

=
D.1

⊗(n+1)β′

-β′

· · ·
( )

γ′

· · ·-γ′
π

with:

β = arccos
ρ

2n
γ = arccos

1

2n

β′ = arccos
ρ

2n
cos(π/3) = arccos

ρ

2n+1

γ′ = arccos
1

2n+1

Corollary D.4. For any n ∈ N, with γ = arccos 1
2n :

(
ZXπ

4
+ (A)

)
`

γ γ

π (
⊗n
)

-γ -γ

=
π

=

Lemma D.5. The green node α has an inverse if α 6= π mod 2π:

βα

)(
⊗n

( )⊗5π

-α+β
2

=

for n ≥ log2

(
1

| cos(α/2)|

)
and β = 2 arccos 1

2n cos(α/2) .



11:66 E. Jeandel, S. Perdrix, and R. Vilmart Vol. 16:2

Proof. Notice that β is well defined if α 6= π mod 2π. With these values of n and β,
cos(α/2) cos(β/2) = cos(γ) with γ = arccos 1

2n . Then:

βα

)(
⊗n

( )⊗5π

-α+β
2

=
(K)
A.5
A.4

)( )α
2

⊗n

⊗4
(−α

2
−β
2

β
2

π π =
(CP)
A.3
A.4

(−α
2

β
2

α
2

⊗3

⊗n
)−β

2 )(
π

=
D.1

γ

π

((-γ )
⊗n
)
⊗2 =

A.4
A.1
(I)

-γ )
π

(( )⊗4γ
⊗n

γ -γ

=
(CP)
A.4

)(
⊗3

⊗n
-γ

π

γγ )-γ (
=
D.4

=
A.4

D.3. Proof of Proposition 6.4. Since we have built the set of rules
(

ZXπ
4

+ (A)
)

upon

ZXπ
4

which is complete for Clifford+T, we basically just need to prove the result for the

ZW-rules in which a parameter (different from ±1) appears: 1c, 3b, 4a, 4b and 6c. Notice
that the rule 0c is obvious.

• 1c:

· · ·

· · ·

· · ·
ρ1eiθ1

ρ2eiθ2
7→

β1γ1

-β1

π

· · ·-γ1

· · ·
θ1

-β2

β2

⊗(n1+n2)
(

γ2
π θ2

· · ·

)

-γ2

⊗4)( =
D.1

⊗nβ

-β

γ
)

π

· · ·

-γ

(

· · ·

θ

where:

nk = max (0, dlog2(ρk)e) n = n1 + n2

βk = arccos
ρk
2nk

β = arccos
ρ

2n

γk = arccos
1

2nk
γ = arccos

1

2n

Notice that dlog2(ρ1ρ2)e = dlog2(ρ1) + log2(ρ2)e ≤ dlog2(ρ1)e+ dlog2(ρ2)e, so the result

might not be precisely the one given by

[ · · ·
· · ·

ρ1ρ2ei(θ1+θ2)

]
X

, but it can be patched thanks

to lemma D.3.
• 3b: corollary 5.2.



Vol. 16:2 ZX-CALCULUS COMPLETENESS 11:67

• 4a: suppose ρ1 ≥ ρ2, then using lemma D.3 to have the same n on both sides:

ρ1e
iθ1

ρ2e
iθ2

7→

-β2

γ

)⊗3

-β1

(⊗2n
(

θ1

β1

π
-γ

θ2

β2

)

γ

π
-γ

=
D.4

⊗5

β1

π

γ

)

θ1

(
θ2

-γ

)
γ

-γ

β2

(

-β2-β1

π

⊗3n
γ

-γ
π

-γ

γ

=
5.2
D.4

θ1-θ3

⊗2

⊗n
-γ

π

β1 -β2

θ2-θ3

)
γ

-β1

( (

θ3

)

β2

=
D.2

θ3

γ

⊗n
)

(
(

)⊗2
π

-γ
λ

-λ

with

βk = arccos
ρk
2n

γ = arccos
1

2n

θ3 = arg(ρ1e
iθ1 + ρ2e

iθ2)

λ = arccos eiθ1−θ3 cosβ1 + eiθ2−θ3 cosβ2

= arccos
ρ1e

iθ1 + ρ2e
iθ2

eiθ32n

which is what

 ρ1e
iθ1 + ρ2e

iθ2

X

gives.

• 4b:

0
7→

π
2 −π

2

θ

π
⊗2( ) =

(CP)
(SUP)
A.1
A.6
A.4

θ
=
(I)

(CP)
A.6

←[

• 6c: First, using corollary D.4, for γ = arccos 1
2n ,

γ -γ

π
⊗n
)(

=
A.4
A.1
(I) )(

⊗n

-γγ

π

-γγ

=
(CP)
A.4

⊗n
)(

-γ-γγ

π

γ

=
D.4

then, with:

n = max (0, dlog2(ρ)e)

β = arccos
ρ

2n
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γ = arccos
1

2n

ρeiθ 7→
-γ

γ

π θ

-β

β )(
⊗n

( ⊗3) =
A.4
(CP)
(I)

⊗n
( ))( ⊗5

π

γ -γ

=
A.1
A.4

←[

This is enough to show that rule 6c stands, because the case r = 1 has already been
treated to show the completeness of ZX for Clifford+T.

Appendix E. Parametrised Triangles

E.1. Lemmas.

Proof of Lemma 8.4. For 2α where α 6= π
2 mod π:

ZXT ` tan(α)

2α

π

−π
2

π
−π
4

)⊗4(
=

(TD)

−π
4

α

π

π
2

-α

α

απ

−π
4

( ⊗4)
π

=
A.3
(CP)
A.6
A.5

α

(π
2

-α
α

π

)
π

⊗4

−π
2

π

=
A.5
(K)

-α

)⊗4(
π

π

α

=
A.5
A.6
A.1
A.4

Proof of Lemma 8.5. Let r = eiγ tan(α). Then:

eiθeiγ tan(α) =
8.4

ei(θ+γ) tan(α)

2α 2α
-1

=
(TD)

2α

π
2

θ+γ

α

π
2

-α

−π
4

π

-θ-γ

α

α

-1

=

2α

π
2

γ

α

π
2

-α

−π
4

π

-θ

α

α

θ

-γ
-1

=
(TD)

eiγ tan(α)

2α 2α
-1

θ

-θ

=
8.4

eiγ tan(α)
θ

-θ
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Proof of Lemma 8.6.

0 =
A.4
A.1

tan(0)
=

(TD) π
2

π
2

−π
4

π =
(CP)
(I)
A.4
A.14

π
2

-π
2 =

(I)

Proof of Lemma 8.9. Thanks to Theorem 8.3, we get:

∀r, a, b ∈ C, ZXT `

r a

r
b

a

=
r b

(eq.E.1)

Also:

∀(r, n, θ) ∈ C×N×R, ZXT `
r neiθ nreiθ= (eq.E.2)

Indeed:

r neiθ =
8.5
(TA)

r

θ

-θ

... n =
Thm 8.3

-θ

r

...
r
n

θ

=
(TA)

nr
θ

-θ

=
(TD)

nreiθ

Finally, let s ∈ C. Then there exist n ∈ N, θ, α ∈ R such that s = n(eiθ + e−iθ)eiα. We then
deduce:

r s
=
8.5
(TA)

r
ne−iθ

neiθ
α

-α

=
(eq.E.1)

r

r

neiθ

ne−iθ

-α

α

=
(eq.E.2)

nre−iθ

nreiθ
α

-α

=
(TA)
8.5

rs

Lemma E.1.

ZXT `
r =
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Proof. Let α 6= π/2 mod π and θ be such that r = eiθ tan(α),

ZXT `
eiθ tan(α)

2α

=
(TD) 0

α

α π
2

α

π
2
−α

−π
4

π =
(B)

α

π
2
−α

π

π
2

−π
4

α

α

=
A.14
(K)
A.5

α

π

α

α

α

π

-α

=
5.8
A.4
A.2

α

αα

α
π

)⊗3(
π

-α

=
5.4

α

π

π

)( ⊗4

2α

-α

=
A.5
A.1
A.4

2α

and thanks to lemma 8.4, 2α can be removed on both sides.

Lemma E.2.

ZXT `
rs
π

=
8.9

sr

π

=
A.3
A.1
(CP)

π
rs

π

E.2. Proof of Prop. 8.10. First we need to prove ZXT ` D = [[D]W ]X . Nearly all the
work was done in proposition 6.3 (thanks to proposition 8.1), we just need to check the
result for:

• parametrised triangles:

r 7→ r 7→
r

=
A.29
8.8

r × 1

=
(I)

r

=
E.1

r

• Hadamard: Here the problem relies on the scalars. First:

1/2
π

=
A.4
A.1

1/2
( )⊗2π

=
A.4
A.23
A.22
(TA)

1/2 2 )( ⊗4
π π

=
E.2
A.1
A.4

)⊗2(π

=
A.22

)⊗2(
=
A.4

Then, using tan(π/8) =
√

2− 1:

1/
√
2

π

π
4

=
A.4
E.2

√
2 1/2

)( ⊗2
π π

π
4

=
A.22
A.4

√
2−1

π
4

=
(TD)

π
8

π
2

π
83π

8

π
−π
4

π
8

=
(I)
A.14
(K)
A.5

π
8

π

π
8

3π
8

3π
8

π

−3π
8
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=
5.4
A.5

π
4

π
2

π
−π
4

=
π
−π
4

π
4

π
π
4

=
A.5
A.4

π
4

Again, the π
4 -green node can be removed thanks to Lemma 8.4. Finally:

7→ 1√
2

7→ 1/
√
2

π

=
A.4
(I)

=
A.4

Then we need to show ZW ` D1 = D2 =⇒ ZXT ` [D1]X = [D2]X , and again, most of
the work has already been done. We only need to prove it for rules 1c, 2b, 2c, 3b, 4a, 4b
and 6c.
• 1c: Using E.1,

s

r
7→

r

s =
A.4
(CP)

r

s =
8.9

rs

←[ rs

• 2b:

7→ 1 =
A.23

=
(I)
A.4

←[

• 2c:

−1 7→ 1π =
A.23
A.4

π =
A.8

←[

• 3b is directly given by lemma 8.7.
• 4a:

r s

7→

r s

=
8.8

s

r

=
(CP)
A.23
(I)

s

r
=

(TA)

r+s ←[

r+s

• 4b: using tan(0) = 0,

0

7→ 0 )⊗3(
=
8.6

←[
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• 6c: again, it can be reduced to showing:

eiθ tan(α)2α
=

(TD)
α

α

-θ

α

π

θ

π
2

π
2

-α

−π
4

=
(CP)
A.6

π
2

π
−π
4

-θ

π
2

2α =
A.14

2α

-θ
=

(CP)
A.6

2α

=⇒ r



X

=

[ ]
X

where 2α can be removed on both sides (Lemma 8.4). The rule 6c for r = 1 has been
shown for Clifford+T.
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license, visit https://creativecommons.org/licenses/by/4.0/ or send a letter to Creative
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