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ABSTRACT. We describe a type system with mixed linear and non-linear recursive types
called LNL-FPC (the linear/non-linear fixpoint calculus). The type system supports linear
typing, which enhances the safety properties of programs, but also supports non-linear
typing as well, which makes the type system more convenient for programming. Just
as in FPC, we show that LNL-FPC supports type-level recursion, which in turn induces
term-level recursion. We also provide sound and computationally adequate categorical
models for LNL-FPC that describe the categorical structure of the substructural operations
of Intuitionistic Linear Logic at all non-linear types, including the recursive ones. In order to
do so, we describe a new technique for solving recursive domain equations within cartesian
categories by constructing the solutions over pre-embeddings. The type system also enjoys
implicit weakening and contraction rules that we are able to model by identifying the
canonical comonoid structure of all non-linear types. We also show that the requirements
of our abstract model are reasonable by constructing a large class of concrete models that
have found applications not only in classical functional programming, but also in emerging
programming paradigms that incorporate linear types, such as quantum programming and
circuit description programming languages.

1. INTRODUCTION

The Fizpoint Calculus (FPC) is a type system that has been extensively studied as a
foundation for functional programming languages with recursive types. Originally proposed
by Plotkin [Plo85], FPC was the focus of Fiore’s celebrated PhD thesis [Fio94]. The seminal
paper [FP94| gives a summary account of how axiomatic domain theory can be used to
characterize sound and computationally adequate denotational models of FPC.

Girard’s introduction of linear logic |Gir87| initiated a parallel line of research into the
logics underpinning functional programming languages [Abr93|, focusing on the analysis of
intuitionistic logic in terms of how hypotheses are consumed as resources for proofs. Attempts
to bring linear types into functional programming languages soon followed [Wad90|. Recently,
there has been a concrete proposal for extending Haskell with linear types [BBNT17|, and
new languages are proposed that provide both linear and non-linear types with convenience
for programming a design goal [TP11, Morl6]. One of the main benefits of linear types
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is the enhanced safety properties of programs, which results from the more fine-grained
control of resources, e.g., safe in-place updates of mutable data and safe access control to
external resources such as files, sockets, etc. (see [BBNT17]). Linear types also appear in
concurrent settings where session types can be used to model the 7-calculus [CPT16]; in
quantum programming languages where they are used to ensure error-freeness by enforcing
compliance with the laws of quantum mechanics [PSV14]; and in circuit description program-
ming languages where they are used to ensure that wires do not split and do not remain
unconnected [RS18, LMZ18|.

In this paper we present a foundational treatment of mixed linear and non-linear recursive
types. We formulate a denotational semantics that shows how solutions to a large class of
domain equations may be interpreted in both a cartesian category and a linear one and that
the solutions are strongly related.

Overview and summary of results. To illustrate our results, we present a type system
called LNL-FPC' (the linear/non-linear fixpoint calculus). The syntax of our language (§2)
can roughly be understood as adding linear features to FPC, or alternatively, as adding
recursive types to a linear/non-linear lambda calculus (such as DILL [Bar96] or LNL [Ben95]).
More precisely, it is an extension with recursive types of the circuit-free fragment of Proto-
Quipper-M [RS17| that is referred to as the CLNL calculus in [LMZ18]. The type system has
implicit weakening and contraction rules: non-linear variables are automatically copied and
discarded whenever necessary by the language (without requiring user input). The non-linear
terms, types and contexts form subsets of the terms, types and contexts of LNL-FPC. There
is no strict separation between linear and non-linear primitives in LNL-FPC. Instead, we view
the non-linear primitives as having the additional property of being compatible with respect
to the substructural operations of contraction and weakening (copying and discarding), and
the remaining primitives are necessarily treated linearly by the type system. This leads to
greater convenience for programming, because our type system reduces the need for applying
promotion (lifting) and dereliction (forcing) operations, essentially only to linear function
types. We also equip LNL-FPC with a call-by-value big-step operational semantics and
show that type-level recursion induces term-level recursion (§3), thus recreating a well-known
result from FPC.

The primary difficulties in designing LNL-FPC are on the denotational side. Our
categorical model (§5) is a CPO-enriched linear/non-linear (LNL) model [Ben95| that
has suitable w-colimits. It is given by a CPO-enriched symmetric monoidal adjunction

F
C T) L . We show that the category L (representing the linear world), is CPO-
algebraically compact in the sense of [FP94] and thus one can solve recursive domain equations
in L by constructing limits and colimits over embedding-projection pairs using the famous
limit-colimit coincidence theorem [SP82|. The same paper shows any mixed-variance CPO-
functor T : L°? x L — L may be seen as a covariant functor T, : L. x L, — L. on the
subcategory L, of embeddings and we use this as a basis for the interpretation of types.

However, since we work in a mixed linear/non-linear setting, we also have to explain
how to solve certain recursive domain equations involving mixed-variance functors within
the category C, which is a more challenging problem. We do so by reflecting the solutions
from L. via the left adjoint F' into the subcategory of pre-embeddings C,., where a pre-
embedding f € C is a morphism, s.t. F'f is an embedding in L.. Unlike the subcategory
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of embeddings C., the subcategory of pre-embeddings C,. has sufficient structure for

constructing (parameterised) initial algebras, which moreover satisfy important coherence

properties with respect to the (parameterised) initial algebras constructed in L, (8§4).
Then, the (standard) interpretation of an (arbitrary) type © - A is a covariant functor

denoted [O F A] : L‘e®| — L¢. A non-linear type © = P admits an additional non-linear

interpretation as a covariant functor (© F P) : Cﬁ' — Cpe that is strongly related to its
standard interpretation via a natural isomorphism

a® P [0FPloF® = F,o(©F P): ClY - L,

where Fj. is the restriction of F' to C,.. By exploiting this natural isomorphism and the
strong coherence properties that it enjoys, we provide a coherent interpretation of the
substructural operations of ILL at all non-linear types, including the recursive ones. This
then allows us to characterise the canonical comonoid structure of non-linear (recursive) types
and we prove our semantics sound (§6). We emphasize that even though our recursive type
expressions allow use of —o, the reason we can interpret these types as covariant functors is
because we have identified suitable well-behaved subcategories of C and L in our model.

We also show that the requirements of our abstract model are reasonable by constructing
a large class of concrete models that have been used in different programming paradigms
ranging from classical to quantum (§5.4). In addition, we present a computational adequacy
result for a (non-empty) class of models that satisfy certain additional conditions (§7).

Our semantic contribution can be split into two main parts. The first one is the two-tier
semantics (one linear and one non-linear), together with the coherence properties relating
them, that show how to rigorously construct the comonoids we need for non-linear types in
the linear category. However, in order to achieve this in the presence of recursive types, our
second main contribution is fundamental. It shows how the solutions to recursive domain
equations on the linear side, which are constructed over embeddings (and that are well-
understood), can be reflected onto the cartesian side in a coherent way by constructing them
over pre-embeddings (which is novel).

Our results presented here also carry over to two-judgement calculi, such as LNL
[Ben95, BW96|, and it is not hard to see that our two-tier semantics presented here allows
one to extend such two-judgement calculi with recursive types on both the linear side and
the non-linear side. More specifically, if we adopt this view, then our semantics allows for a
full range of recursive types on the linear side and for all recursive types on the non-linear
side that do not involve non-linear function space (but which do allow linear function space
followed by the right-adjoint type constructor, making the composite type non-linear).

Publication History. This article is an extended version of the ICFP paper [LMZ19].
Compared to that version, extensive additions and improvements have been made, including:

e A more general notion of model where we no longer assume C = CPO.

e Adding an entire subsection devoted to showing that the formal approximation relations
(needed for the adequacy proof) exist (§7.1).

e Improving the presentation of parameterised initial algebras (§4).

e Adding omitted proofs and lemmas throughout the entire paper.

e Adding an example program for the factorial function (Example 2.9) that illustrates the
presence of non-linear types other than those of the form !A.
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2. SYNTAX OF LNL-FPC

We begin by describing the syntax of LNL-FPC. The type-level syntax is very similar to
that of FPC [AF96] and the term-level syntax can be seen as an extension with recursive
types of either the circuit-free fragment of Proto-Quipper-M [RS17], or the CLNL calculus
in [LMZ18, LMZ20].

2.1. LNL-FPC Types. We use X, Y, Z to range over type variables, which are needed in
order to form recursive types. We use O to range over type contexts (see Figure 1). A
type context © = Xi,..., X, is simply a finite list of type variables. A type context O is
well-formed, denoted - O, if it can be derived from the rules:
FoO
T Fex “%9
that is, if all the variables of © are distinct.

We use A, B, C to range over (arbitrary) types of our language (see Figure 1 for their
grammar). A type A is well-formed in type context ©, denoted © - A, if the judgement can
be derived according to the following rules:

Fo OFA OFA OFB 0,XFHA

OF o, O FA or axp_ Fcih®—} OF 1X.A
Note that if © - A is derivable, then so is - ©. A well-formed type A is closed if - - A.

The non-linear types form a subset of our types and we use P, R to range over them (see
Figure 1 for their grammar). Of course, they are governed by the same formation rules as
those for (arbitrary) types. A type that is not non-linear is called linear. Note that we do
not provide a separate grammar for linear types. This is because we will mostly be working
with arbitrary types (which we do not assume we may copy/discard/promote) and with
non-linear types (which we may always copy/discard/promote). In particular, it is possible
for a non-linear type to be treated as arbitrary, but not vice versa. Thus, when we write
O F A, the type A may or may not be non-linear, but when we write © - P, then P can be
only non-linear. In particular, we do not introduce specific notation for linear types.

1<i<|O

Example 2.1. We list some important closed types that are definable in LNL-FPC. The
empty type is 0 = puX.X, which is non-linear. Another non-linear type is the unit type, which
is defined by I = (0 — 0). The type of natural numbers is Nat = pX.I + X, which is also
non-linear. Given a closed type A, then lists of type A are defined by List A = uX./+ A® X.
The type List A is non-linear iff A is non-linear. Lazy datatypes can be defined by making
use of the ! and the — connectives. For instance, streams of type A can be defined by
Stream A = puX.A®!X, which is a non-linear type iff A is non-linear. The ability to form
recursive types using both —o and ! is a powerful feature and it allows us to derive a term-level
recursion operator (see §2.3). Notice that we do not allow non-linear function space A — B,
but by using both — and ! we may still define recursion for non-linear functions.

For any types A and B and type variable X, we denote with A[B/X] the type where all
free occurrences of X in A are replaced by B (which is defined in the standard way).

Lemma 2.2. If ©,X F A and © -+ B, then © &+ A[B/X]. Moreover, if A and B are
non-linear, then so is A[B/X].

Remark 2.3. Like FPC, our language allows nested type recursion (e.g. pX.uY.I+(X®Y)).



Vol. 17:2 LNL-FPC: THE LINEAR/NON-LINEAR FIXPOINT CALCULUS 9:5

Type variables X, Y. Z

Term variables T, 2

Types A,B,C = X|A+B|A®B|A—B|!A|uX.A
Non-linear types PR = X|P+R|P®R|!A|uX.P

Type contexts O = X1, Xo,..., X,

Term contexts rx = xp A, a0 Ao,y s A

Non-linear term contexts @ = x1:PLxe P, xy Py

Terms m,n,p = x| leftypm | righty pm

| case m of {left x — n right y — p}

| (m,n) | let (z,9) =m inn | Az?.m | mn

| 1ift m | force m | fold,x am | unfold m
Values v, W n= x| leftapv | righta pv | (v,w) | Azd.m

| 1ift m | fold,x. av

Figure 1: Syntax of the LNL-FPC Calculus.

2.2. LNL-FPC Terms. We use z,y, z to range over term variables. We use I'; ¥ to range
over (arbitrary) term contexts. A term context is a list of term variables with types, written
asT' =z : A1,..., 2y An. A term context is well-formed in type context ©, denoted © F T,
if the judgement can be derived from the rules:

Foe OFT 0FA
OF- OFT,z: A

&l

that is, if I' is a list of distinct variables with well-formed types. A non-linear term context
is a term context whose types are all non-linear. We use ® to range over non-linear term
contexts. Just as with types, we do not introduce specific notation for purely linear contexts.

The terms and values of our language are defined in Figure 1. A term judgement has the
form ©;T F m : A and indicates that m is a well-formed term of type A in type context ©
and term context I'. The formation rules are shown in Figure 2, under the condition that the
I' and ¥ contexts do not have any variables in common (one can deduce NI' =@ = &N3).
The formation rules for fold and unfold are the same as in FPC (cf. [AF96]). Observe that
if ©;I'Fm : A, then also © F T" and © - A. Note that there is only one kind of term context
and we do not have explicit notation to separate the linear variables from the non-linear
ones. Thus, when we write ©;I' - m : A, then the context I could contain both linear and
non-linear variables. However, when we write ©; ® - m : A, then the context ® contains
only non-linear variables. The type system enforces that a linear variable is used exactly
once, whereas a non-linear variable may be used any number of times, including zero.

Type assignment to terms is unique, but derivations of term judgements in LNL-FPC
are in general not unique, because non-linear variables may be part of an arbitrary context
I, that is, our type system allows for non-linear variables to be treated as if they were linear
(but not vice versa). For example, if © - P; and © - P» are non-linear types, then:

O;x:PkFx: P O:y:Plky: P O;x:PkFx:P O;x:PLy:PFy: P
O;x: PLy:PoF{(x,y): P QP ©;x:PLy: Pk (z,y): PR P,

are two different derivations of the same judgement. In both of these derivations, the variable
1y is treated as if it were linear and it is propagated up into only one judgement. The variable
x we treat non-linearly in one case (propagated up twice) and in other case we treat it as if
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OFd,z: A o;'r-rm:A ©OFB O;'rm:B O©OFA
0;0,z: ALz A ;' leftypm: A+ B O;I'-right, ym: A+ B

;9. 'Fm:A+B 06,9, X x:AFn:C ©6;9,3,y:Bkp:C
0;P,I', X+ case m of {left x —» n | right y —» p}: C

;9 T'Fm: A ©6;0.XFn:B ;0 TFm:A®B 0;9, X x:Ay:BFn:C
60;0,T,XF (m,n): A® B ©;P,T,XF let (z,y) =minn:C

O;I'z:A+-m:B 0; 2, 'Fm:A—-oB ©6;0,XFn:A O;okFm: A
O:TFXx*m:A—B 0;0, "X +-mn:B O;dF1ift m: A

O;'Fm: 1A O;TFm:AluX.A/X] ©,XFA O;L'Fm:uX.A
O;T+ forcem: A O;I'F fold,x am : pX.A O;T'Funfold m: A[uX.A/X]

where 'N Y = @.

Figure 2: Formation rules for LNL-FPC terms.

it were linear (propagated up once). This is because non-linear variables are allowed to be
part of arbitrary contexts (see formation rule for pairing).

This non-uniqueness is a result of the design choice to have only one kind of pairing, one
kind of conditional branching, etc. (instead of having separate linear and non-linear ones),
which we think results in a more convenient syntax for programming. We note that the
interpretation of any two derivations of the same judgement are equal (see Theorem 6.12).

Example 2.4. The term ;- - Az.(z,z) : A — A ® A is well-formed iff A is a non-linear
type. Indeed, if A is a linear type, then the term ;2 : AF (z,z) : A® A is not well-formed,
because the variable x is part of a linear context and contraction is not admissible.

A term of closed type is a term m, such that - ;' m : A for some type A and context
I". In such a situation we simply write I' = m : A. Naturally, we are primarily interested in
these terms (observe that the term formation rules are invariant with respect to the type
context). A program is a term p, such that - ;- F p: A for some type A and we simply write
p : A to indicate this.

Example 2.5. We list some important programs. We define * = 1ift A\z".« : I, which
is the canonical value of unit type. The zero natural number is defined by the program
zero = foldyat leftryae * : Nat. The successor function can be defined by the program
succ = An"2* . foldyay right;y,.n : Nat —o Nat.

Given terms m, n and a variable z, we denote with m[n/x] the term obtained from m
by replacing all free occurrences of  with n (which is defined in the standard way).

Lemma 2.6 (Substitution). If ©; &,z : A-m:B and ©;®,XFn: A andT'NY =2,
then ©;®,I', ¥+ mn/z| : B.

We say a value ©;I' - v : P is non-linear whenever the type P is non-linear.

Lemma 2.7. If O;T F v : P is a non-linear value, then I' is also non-linear.
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2.3. Term Recursion in LNL-FPC. Recall that in FPC, general recursion on terms may
be implemented using the fold and unfold terms. The same is also true for LNL-FPC.
Moreover, the derived term for recursion has exactly the same syntax as the one in [LMZ18|,
where the authors showed how to extend a mixed linear /non-linear type system with recursion.
In the next section we show it has the same operational behaviour as well. We also note that
our recursion term is very similar to one of the recursive terms in [Epp03, Chapter §|.

0;P,z:!1AFm: A

Theorem 2.8. The rule ,
O;dFrecz4m: A

s derivable in LNL-FPC, where ® 1is

non-linear,

z

™ and

rec z“4.m = (unfold force a?,)a
of, = 1ift fold Az XUX=4) (X' m)(1ift (unfold force z)z),
such that X ¢ © and x ¢ ®.

Proof. Since O;®,z: 1A+ m: A, then © - A (see §2.2) and since X ¢ O, then

0, XF!IX oA and OFuz:!1pX.(IX — A) (2.1)
We will first show that:
O;x: luX.(1X — A) - 1ift (unfold force z)x : A (2.2)
For brevity, we write R = puX.(!X —o A). Then, we have:
ore i 2V
O:z:RF-zxz: R
O;x: IR forcez: R oFrz R (2.1)

@;x:!Rl—unfoldforcex:(!R)—OA O;x:RFx: IR
©;x : 'R F (unfold force x)z : A
©;x : 'R F 1ift (unfold force z)x : !4

Next, we show that:
0:;0,z:1AFm: A

2.3
0;2Faf, IR (2:3)
Indeed, we have:
O:;P,z:!1AFm: A 59
0;®F (A4 m): 1A — A O;z:!RF 1ift (unfold force z)x : !A (22)
0;®,z: 'R+ (A\z"4m)(1ift (unfold force x)z): A 2.1)

;@ - Ar'R. (A2 m)(1ift (unfold force x)z): (IR) — A 0,XHIX oA
0;® F fold Az'®.(A\z'4.m)(1ift (unfold force z)z): R
©; ® I 1ift fold Az'®.(A\2'4.m)(1ift (unfold force z)x): IR

Finally:
O;P,z:1AFm: A
0;oFaf IR (2:3)
O;®F force a, : R 0;0,2z:!1AFm: A 93
©; ® I unfold force o, : (IR) — A 0;dFaZ IR (23)

©; ® F (unfold force of,)a?, : A
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m{ v m{ v
zx left m | left v right m || right v
m{ leftv nv/z]w miv nlw
case m of {left x — n | right y — p}  w (m,n) | (v, w)
m{ right v plo/y] J w m{ (v, ") nfv/z,o'/y| § w
case m of {left z — n | right y — p} | w let (z,y) =minn | w

m{Aem’ nlv mu/z] | w

Ax.m || dx.m mn { w
m{ liftm’ m' o m v m || fold v
lift m || 1ift m force m | v fold m || fold v unfold m { v

Figure 3: Operational semantics of the LNL-FPC calculus.

and therefore:

0;P,z:1AFm: A
O;dFrecZ4m: A

We now consider an example that highlights some of the advantages of the ambivalence
of our typing system.

[

Example 2.9. The factorial function on natural numbers may be defined by:

rec fact. An.

case unfold n of

left u -> succ zero

right n’ -> mult(n, (force fact) n’)

where mult is the multiplication function (which also can be easily defined). Note that
copying and discarding of the non-linear variables is implicit. In more traditional linear
typing systems, the variables for which contraction and weakening (copying and discarding)
are admissible are those of type !A. But, notice that the variable n above is of type Nat,
which is not of the form !A. We are able to implicitly copy it above, because we have
extended the non-linear types to include more types than just those of the form !A. This
means that 1ift and force are mostly needed for promotion and dereliction of terms of
function types (as can be seen above).

3. OPERATIONAL SEMANTICS

The operational semantics of LNL-FPC is standard. We use a big-step call-by-value evaluation
relation whose rules are shown in Figure 3.

As usual, the values are terms v such that v |} v (see Figure 1). The evaluation relation
(= | —) is, in fact, a partial function from terms to values. Of course, it is not a total
function, because the language supports a general recursion operator, as we show next.

m[lift rec 24m / 2] v

Theorem 3.1. The evaluation rule 1s derivable within LNL-

rec 2" 4m | v
FPC, where rec 2*4.m is defined as in Theorem 2.8.
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Proof. First, we introduce the term

m' = (A4 .m)(1ift (unfold force x)z),

so that
oF, = 1ift fold AgHX-(X—A)
and
m'[o?, /| x] = (\z"4.m)(1ift (unfold force o? )a?,) = (A\z"4.m)(1ift rec z4.m).
Then
A m L a2 m 1ift rec z'4.m || 1ift rec 2'4.m m[lift rec z2'4m / 2] L v
(A\24m)(1ift rec 2'4m) J v

hence

m[lift rec 2"4m / 2] | v (3.1)

m'lag, [ ] 4 v
Moreover,
Ax.m' || dz.m/
1lift fold Az.m’ | 1ift fold Az.m/ fold Az.m' || fold \z.m/
force 1lift fold Az.m’ || fold Az.m’
unfold force 1ift fold Az.m’ || A\z.m/

hence we obtain

unfold force o, || A\x.m/ (3.2)
Then

(3.2) m[lift rec z'4m / 2] v (3.1)

unfold force o, || Ax.m/ aZ b az, m'[aZ, [ x] J v
(unfold force af,)aZ, | v,

and therefore:

m[lift rec z2“4m / 2] | v 0

rec z2“4m v

This theorem shows that our derived general recursion operator is exactly the same as
the one in [LMZ18], where it was added as an axiom.

Notation 3.2. A term m is said to terminate, denoted by m |}, if there exists a value v,
such that m | v.

The simplest non-terminating program of type A is given by rec z'4. force z : A.

Example 3.3. The constant stream of zero natural numbers can be defined by

(Stream Nat)

consty = rec s' foldstreanm Nat (Z€rO, s) : Stream Nat.

Remark 3.4. Streams of type P should not be defined as uX.P ® X, because there are
no closed values of this type. This is a consequence of Theorem 7.10 and the fact that

[uX.P® X] =0 (see §6).
Theorem 3.5 (Subject reduction). If ©;T' Fm : A and m | v, then ©;T F v : A.

Assumption 3.6. Throughout the remainder of the paper, we implicitly assume that all
types, contexts and terms are well-formed.
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4. w-CATEGORIES AND (PARAMETERISED) INITIAL ALGEBRAS

In this section we recall the theory of w-categories introduced in [LS81] and develop new results
of our own. In §4.1, we introduce some notation for operations on natural transformations
that we use throughout the paper. In §4.2, we recall how initial algebras are constructed in
w-categories. In §4.3, we show how to construct parameterised initial algebras in w-categories
that we use to model recursive types that may potentially be defined by nested recursion.
In §4.4, we present new results that show how (parameterised) initial algebras of functors
acting on different categories may be related to one another, provided there exist suitable
mediating functors between the two categories. The type-level semantics makes heavy use of
this relationship in order to present coherent non-linear type interpretations that are strongly
related to the standard type interpretations.

4.1. Operations on natural transformations. Given natural transformations 7 and o
and a functor F', we denote: vertical composition by ¢ o 7; horizontal composition by o * T;
whiskering by F'7 and 7F, whenever these operations are admissible.

If 7: T = H:C — Cis a natural transformation between two endofunctors, then we
define 7" == 7% ---x7:T" = H" : C — C to be the n-fold horizontal composition of 7
with itself (if » = 0, then 7*Y is the identity id : Id = Id : C — C).

If7:T=T:A—Bando:H= H :C — D are natural transformations, we define
a natural transformation 7 x 0 : T x H=T'x H : A x C — B x D via the assignment
(T X 0)a0) = (Ta,00).

Ifr7:T=T:A—Bando:H= H :A — C are natural transformations, we define
a natural transformation (r,0) : (T, H) = (T",H') : A =+ B x C by (1,0)4 = (T4,04).

We denote with w the poset of natural numbers when viewed as a category. A functor
D :w — C is then an w-diagram. We let [A, B] denote the functor category from A to B.
Given a functor M : A — B, we define a functor M > — : [w, A] — [w, B] by:

MveD=MoD and M>T1=MrT.
So, the functor M > — is just whiskering with M.

4.2. Initial algebras in w-categories. We now recall some definitions and facts about
w-categories and w-functors that are stated in [LS81]. A functor F': A — C is an w-functor
if F' preserves all existing colimits of w-diagrams. If, in addition, A has an initial object and
F preserves it, then we say that F' is a strict w-functor. Of course, w-functors are closed
under composition and pairing, that is, if F' and G are w-functors, then so are F o G and
(F, G) whenever composition and pairing are admissible.

A category C is an w-category if it has an initial object and all w-colimits. We denote
with [A —,, C] the full subcategory of [A, C] consisting of w-functors. If C is an w-category,
then so are [A, C] and [A —, C].

Definition 4.1 (|[LS81]). Given an w-category C with an initial object &, we define a functor
S:[C —, C] = [w,C] in the following way:

e Given an w-functor T : C — C, then S(T) is the w-diagram @ = T@ Ty pog 12,
More specifically, S(T")(n) =T"@ and S(T)(n < n+ 1) :=T™, where ¢ : @ — T'@ is the
initial map.
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e Given7:7T = H :C — C, then S(7) : S(T)) = S(H) : w— C is given by
S(T)y = (") : T"2 — H"@.

We also define a functor Y := colimo S : [C —,, C] — C, where colim : [w,C] — C is the
colimiting functor, which is the left-adjoint of the w-ary diagonal functor A : C — [w, C].

Theorem 4.2. [LS81| Let C be an arbitrary w-category. Then both S : [C —, C| — [w, C]
andY : [C =, C] — C are w-functors.

Therefore, for an w-functor T': C — C on an w-category C, its initial sequence is given
by S(T') and the carrier of its initial algebra is given by Y (7'), thanks to a famous result
in [Ada74]. To describe its initial algebra structure we need an additional definition.

Theorem 4.3 (JAMMI18]). Let T': C — C be an w-endofunctor on an w-category C. We
define a natural transformation s* : S(T) = T o S(T) : w — C by (s1),, :== T"(v15), where
L1y » @ — T is the initial morphism. Then one can define an isomorphism:

y'T(Y(T)) = Y/(T)

colim(sT))~1
(colim(s™))

yl = (TY(T) = Tcolim(S(T)) = colim(T'S(T)) colim(S(T)) = Y(T))

and the pair (Y (T),y") forms the initial T-algebra.

4.3. Parameterised initial algebras. Initial algebras can be used to model recursive types
where the type recursion is done over a single type variable. In order to model recursive
types defined by nested recursion, one has to allow recursive types to depend on several type
variables. The interpretation of these more general recursive types requires a more general
notion, namely parameterised initial algebras, which we introduce next.

Definition 4.4 (cf. [Fio94, §6.1]). Given categories A and B and a functor T': A x B — B,
a parameterised initial algebra for T is a pair (TT, #"), such that:

e Tt: A — B is a functor;

e 7 :To(Id,T") = Tt : A — B is a natural isomorphism;

e For every A € Ob(A), the pair (TTA, ¢%) is an initial T(A, —)-algebra.

Remark 4.5. Notice that by trivialising the category A, we recover the usual notion of
initial algebra. Because of this, parameterised initial algebras are a more general notion.

Remark 4.6. The naturality of ¢ (4.1) in fact determines the action of 77 on morphisms.
Indeed, for every f: A; — Ay in A, TTf is the unique T'(A;, —)-algebra morphism making
(4.2) commute. To see this, notice that (4.1) and (4.2) are equivalent diagrams.

¢T
T(A1, TTA)) —2—— Tt 4,
T(f, TTf)l Tt f (4.1)

T(AQ, TTAQ) —T TTAQ

Az
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T
Pa,

T(A,TTAy)

Tt Ay

T(A1>TTf)l T'f 42)

T(A,TTAy) —————— T(A2, TTAy) —— TT A
L) g i,y T THA) = ’

Next, we aim to show that the class of w-functors on an w-category is closed under
formation of parameterised initial algebras (Theorem 4.12). In order to do so, we have to
establish a few additional lemmas.

Lemma 4.7. Let B be an w-category and let T : A x B — B be an w-functor. The mapping

ST(A,-)

S(T(A,—)) === T(A, ~) 0 S(T(A, ) : w — B

s natural in A. More specifically, the following diagram:

ST(A’_)

S(T(A, =) T(A, =)o S(T(A, -))

S(T(f,-)) T(f,=)S(T(f, =)

S(T(B,-)) —Go T(B,—)oS(T(B,-))

commutes for any f: A — B in A.
Proof. In Appendix A.1. L]

Notation 4.8. Given an w-diagram D : w — A, we denote objects D(n) by D,,, the colimit
of D (if it exists) by D,, and its colimiting cocone morphisms by d,, : D,, — D,,.

We proceed with two simple lemmas that show that the colim : [w, C] — C functor is
quite well-behaved on w-categories and w-functors, as one would expect.

Lemma 4.9. Let T : A — B be an w-functor between w-categories A and B. Assume
further D, D' : w — A are w-diagrams and 7 : D = D' a natural transformation. Then the
following diagram commutes:

colim(T" o D) T'(colim(D))
colim(7T'1) T (colim(7))
colim(T o D') == T'(colim(D"))
Proof. In Appendix A.2. []

Lemma 4.10. Let T,H : A — B be w-functors between w-categories A and B, and let
7: T = H be a natural transformation. Given an w-diagram D : w — A, the following
diagram commutes:
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colim(7T o D) T(colim(D))
colim(7D) Teolim(D)
colim(H o D) === H(colim(D))
Proof. In Appendix A.3. L]

We now recall an important lemma that shows that w-functors on w-categories are closed
under currying.

Lemma 4.11 ([LS81]). Given an w-category C and an w-functor T : A x B — C, we define
a functor \B.T(—,B) : A — [B —, C]| by:
ABT(A,B) =T(A,—): B — C, for A € Ob(A);
AB.T(f,B) == T(f.—) : T(A1,~) = T(As,~) : B = C, for f: A — As.
Then AB.T(—,B) : A — [B —,, C] is an w-functor.
The main result from this subsection follows.

Theorem 4.12. Let B be an w-category and let T : A x B — B be an w-functor. Then:
(1) The functor T ==Y o AB.T(—, B) : A — B is an w-functor;
(2) There exists a natural isomorphism ¢* : T o (Id, T) = TT: A — B given by:

o7 = <T(A,TTA) — T(A, Y (T(4,-)) L2 v(r(a, —)) = TTA> :

(3) The pair (TT,¢") is a parameterised initial algebra of T.

Proof.

(1) Because T is the composition of two w-functors.

(2) Every component of ¢? is an isomorphism by Theorem 4.3. It remains to show
naturality. So let f : A — B be a morphism in A. For brevity we write Ty, T, T} for
T(A,—),T(B,—-),T(f,—), respectively. By definition

colim(sT(4:7))

(@) ' = (TTA = colim(S(T4)) colim(T4S(Ta)) = Ta(colim(S(T4))) = T(A, TTA))

and naturality of ¢ comes down to the commutativity of the outer square of the diagram:

TtA colim(S(Ta)) ™), lim (T 0 S(T4)) — Tacolim(S(T)) — T(A, TT A)
Tt f colim(S(Ty)) colim(T}  S(T¥)) Tyeolim(S(Ty)) T(f,Ttf)
(1) (2) (3) (4)
T'B colim(S(Ts)) W colim(Tg o S(Tg)) = Tpcolim(S(Tg)) =T (B, T'B)
colim(s* &

This is indeed the case, since squares (1) and (4) commute by definition of T, and diagram
(2) commutes by the functoriality of colim and Lemma 4.7. By definition of horizontal
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composition, we have Ty x S(Ty) = T§S(Tg) o TaS(T¥). Since colim is a functor, it follows
from the latter equality that the commutativity of square (3) comes down to the commutativity
of the outer square of the following diagram:

colim (T4 o S(Ta) == Ta(colim(S(T4)))
colim(T4S(T¥)) Tacolim(S(TY))

colim(T4S(Tg)) == Ta(colim(S(Tp)))
colim(TS(T)) Tycolim(S(Tp))

colim(Tg 0 S(Tg)) == Tg(colim(S(Tr)))

Here the upper square commutes by Lemma 4.9 and the lower one by Lemma 4.10.
(3) For every A € Ob(A), we have (TTA,¢%) = (Y(T4),y™), which is the initial
T(A, —)-algebra by Theorem 4.3. L]

Remark 4.13. In the situation of the above theorem, we sometimes simply write ¢ instead
of T whenever T is clear from the context. Moreover, in the special case when A = B",
we see that both 7 : B"*! — B and T : B® — B are w-functors. In fact, in our semantic
treatment, the interpretation of a type © F A is given by an w-functor that is of the form
H:BI°l - B.

We conclude the subsection by showing an important proposition for proving the type
substitution lemma.

Proposition 4.14. Let C be an w-category, T : B x C — C an w-functor and H : A — B
an w-functor. Then (T o (H x Id))f =TtoH: A — C.

Proof. For any object A € Ob(A) and for any morphism f € Mor(A), we have:
(To (H x1d))T(A) = Y(T(HA, -))
= (Y o AB.T(—, B))(HA)
=TT (HA)
— (1t o H)(4)

(To (H x1d)'(f) =Y(T(Hf,-))
= (Y o AB.T(—, B))(H )
=TH(Hf)
— (T o H)(f). u
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4.4. Coherence properties of (parameterised) initial algebras. We model (arbitrary)
recursive types within a linear category that is algebraically compact in a strong sense and
that allows us to model recursive types involving the —o connective. The non-linear recursive
types form a subset of our types for which we have to, in addition, provide categorical
structure that allows for them to be copied, discarded and promoted (the substructural
rules of intuitionistic linear logic). We do this by providing a non-linear interpretation of
these types within a cartesian category. The two interpretations live in different categories,
but they are strongly related to each other via suitable mediating functors and a natural
isomorphism. In order to show this, we first explain how parameterised initial algebras can
be related to each other in such a strong sense. The current subsection is devoted to this.

Notation 4.15. For a functor F': A x B — B, we define a functor
F*:=SoAB.F(—,B): A — |[w,B],
so that F'' = colim o F*.

Assumption 4.16. Throughout the remainder of the section, we assume we are given the
following data. Let A and C be categories and let B and D be w-categories with initial
objects @ and 0, respectively. Let a: T o (N x M) = M o H be a natural isomorphism, as in:

AXB%CXD

H v T

B D
M

where H and T are w-functors and where M is a strict w-functor with z : 0 — M@ the
required (unique) isomorphism. The functor N need not be an w-functor.

Lemma 4.17. The assignment
a* :T*oN=(M>—-)oH": A — [w,D] given by
(a%)o = (O 5 M@)

T(NA,(a)n)

(@) = (TOVA, 0 T(NAMH(A -)') “4=0% M (4, )10,

defines a natural isomorphism.

Proof. In Appendix A.4. ]

The next theorem shows how to extend the action of (=)' to natural transformations.
Theorem 4.18. The natural isomorphism « induces a natural isomorphism

o TToN=MoH : A~ D defined by

colim(a’)

aly = (TTNA = colim(T*NA) ——2% colim(M H* A) = Mcolim(H*A) = MHTA> :
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Proof. By Lemma 4.17, o is an isomorphism and thus so is al. Naturality follows from:

TTNA=—= colim(T*NA) M colim(MH*A) = Mcolim(H*A) = MH'A
TINF|  colim(T*Nf) colim(MH*f)|  Mcolim(H*f) MH'f
(1) (2) (3) (4)

T'NB=—= colim(T*NB) ————— colim(M H*B) = Mcolim(H*B) = MH'B

colim(a’;)

where (1) and (4) commute by definition, (2) commutes by naturality of a* and functoriality of
colim, and (3) commutes because M preserves w-colimits (more specifically, Lemma 4.9). []

Remark 4.19. The above construction generalises the operation (—)' from [Fio94, Corollary
7.3.13] to the context of w-categories.

Corollary 4.20. fA=B", C=D",N=M*"anda: ToM*"* = MoH :B""' = D
is a natural isomorphism, then so is of : Tt o M*" = M o H' : B” - D.

By reading off the proof of Theorem 4.18, we obtain another corollary that we use in
our adequacy proof.

Corollary 4.21. In the special case where a = id and z = id, then o = id and thus
TtoN =MoHT.

We need two lemmas that establish some properties of the (—)* and (—)' operations.

Lemma 4.22. The operation (—)* defined in Lemma 4.17 enjoys the following properties:
(1) If : H= H': A x B— B is a natural isomorphism, then for any A € A :

(MBoa)y=DMpBjsoak.

(2) Given functors P: E — C and Q : E — A and given a natural isomorphism
vy:P=NoQ:E— C, then forany E € E :

(@@ x Id)oT(y x M) = agpo T V.
Proof. In Appendix A.5. ]

Lemma 4.23. The operation (=) enjoys the following properties:

(1) If 3: H= H': A x B = B is a natural isomorphism, then (Mo a)t = Mpt o af.

(2) Given functors P: E — C and Q : E — A and given a natural isomorphism
Y:P=NoQ:E = C, then (a(Q x Id) o T(y x M)t =afQ o TT.

Proof. (1) We have:

(Mpo a)T4 = colim((MpB o a)}) (Definition)
= colim(Mf} o o)) (Lemma 4.22)
= colim(M ) o colim(ay) (Functoriality)
= Mcolim(/3}) o colim(a’y) (Lemma 4.9)
= Mﬁj4 o aTA (Definition)

= (MB'oal)a
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(2) We have:

(a(Q x Id) o T'(y x M))E = colim((a(Q x Id) o T'(y x M))%) (Definition)
= colim(agp o T*vk) (Lemma 4.22)
= colim(ag)p) o colim(T*yg) (Functoriality)
= aE)E oTTyg (Definition)
= (a'QoTy)p O]

Remark 4.24. As a special case, if one takes N and M to be identity functors, then given
a natural isomorphism o : T = H : A x B — B, it follows af : 7T = Hf : A - B is also a
natural isomorphism and Lemma 4.23 (1) shows the operation (—) is functorial.

We need one more lemma before we may prove the main coherence property.

Lemma 4.25. In the special case where categories A, C and the functor N are trivial in
Assumption 4.16, the following diagram of natural transformations:

MHS(H)
Mst axS(H)
MS(H) TMS(H)
o* Ta*
S(T) - TS(T)

commutes, where we reqgard H and T as functors H : B — B and T : D — D and we regard
a as a natural isomorphism o : T oM = M o H.

Proof. In Appendix A.6. L]

The main result from this section follows. It shows how parameterised initial algebras
may be related in the situation of Assumption 4.16. We will later use this theorem in order
to show our semantics is sound.

Theorem 4.26. The following diagram of natural isomorphisms:

To(N,TTo N) IiN.ol) To(N,MoH" =—=To (N x M)o (Id, H')
H ﬂaad,m
To(ld,ToN Mo Ho (Id H')
¢TNH HM(bH
TTo N Mo Hf

aT

commutes.

Proof. Fix an object A € A. We have to show:
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T’ozj[4
T'Y (T") T'MY (H')
J{ QA Y(H)
i MH'Y (H')
[
Y (T") MY (H)
oly

where 7" :=T(NA,—): D — D and H' := H(A,—) : B — B. Note that we then have a
natural isomorphism o’ : 7" o M = M o H' given by o/ := a4 . Using Lemma 4.25, we get:

colim(Ms™") o colim(a’y) = colim(a/ x S(H')) o colim(T"a%) o colim(s”") (4.3)

Using Lemma 4.10 and the fact that M and T preserve w-colimits, we get:

Mcolim(s™') o colim(ay) = gy © T'eolim(a’y) o colim(s”") (4.4)

Since colim(s!! /) and colim(sT/) are isomorphisms, the above is equivalent to:
colim(a’y) o colim(s” )™ = Mecolim(s') ™' o gy (mry © T'colim(ay) (4.5)
Finally, by definition of af and y, we get: ozf4 oyl = My o QA (H) © T’a;. L]

By combining this theorem together with Corollary 4.21, we obtain another corollary
that is important for the adequacy proof.

Corollary 4.27. In the special case where o = id and z = id, the 2-categorical diagram

A N C
o' o'

Ho (Ild, HY | = | gt To(ld,T! | = | Tt
B Vi D

commutes, i.e. T N = MpH.
We also see that ¢ is natural in the choice of functor.

Corollary 4.28. In the special case where N = M = Id, then al o ¢ = ¢ o a(ld, oﬂ), i.e.,
&~ is natural in X.

5. CATEGORICAL MODEL

In this section we introduce our categorical model for LNL-FPC and describe its categorical
properties. A CPO-LNL model is a CPO-enriched model of intuitionistic linear logic (also
known as linear /non-linear model [Ben95, BW96]) that has suitable w-colimits.
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5.1. CPO-categories and Algebraic Compactness. A cpo (complete partial order) is
a poset that has suprema of all increasing chains. If, in addition, the cpo has a least element,
then we say it is pointed. A monotone function between two cpo’s is Scott continuous if it
preserves all suprema of increasing chains. If, in addition, the two cpo’s are pointed and the
function preserves the least element, then we say the function is strict.

We denote with CPO the category of cpo’s and Scott continuous functions and with
CPO the category of pointed cpo’s and strict Scott continuous functions. Both categories
are complete and cocomplete, CPO is cartesian closed and CPO |, is symmetric monoidal
closed when equipped with the smash product and the strict function space [AJ94].

Our categorical model makes heavy use of enriched category theory. In particular, we
use CPO-enriched and CPO -enriched categories. We only provide a brief introduction to
CPO-categories and we suggest the reader consults [Fio94, Chapter 2| for a more detailed
introduction.

A CPO-category C is a category C whose homsets have the additional structure
of a cpo and composition of morphisms is a Scott continuous function (in both argu-
ments). A CPO-functor F' : C — D between CPO-categories is a functor whose action
on hom-cpo’s Fxy : C(X,Y) — D(FX, FY) is Scott continuous for each pair of objects
X, Y € C. A CPO-adjunction ® : ' 4 G : D — C is given by CPO-categories C and
D, CPO-functors F' : C — D and G : D — C, together with a natural isomorphism
®:C(—,G-)2D(F—,—): C®? x D - CPO. A CPO-symmetric monoidal closed cate-
gory C(I,®,—o) is a CPO-category C together with CPO-functors ® : C x C — C and
—o: C° x C — C that form a symmetric monoidal closed category in the usual sense (one
can then conclude Currying is a CPO-adjunction). Similarly, CPO | j-enriched versions of
these notions may be defined by requiring the hom-cpo’s to be pointed and Scott continuity
to be strict.

Definition 5.1. In a CPO-category C, a morphism e : A — B is called an embedding if
there is a morphism p : B — A, called a projection, such that poe =idy and eop < idpg.
The pair (e, p) is said to form an embedding-projection (e-p) pair.

It is well-known that one component of an e-p pair uniquely determines the other, so we
shall write e® to indicate the projection counterpart of an embedding e. Every isomorphism
is an embedding and embeddings are closed under composition with (e; o e2)® = €$ o e,
which allows us to make the next definition.

Definition 5.2. Given a CPO-category C, its subcategory of embeddings, denoted Ce, is
the full-on-objects subcategory of C whose morphisms are exactly the embeddings of C.

By duality, one can also define C,, to be the subcategory of projections. The notion of an
e-p pair is of fundamental importance for establishing the famous limit-colimit coincidence
theorem [SP82|. Before we can state it, we need to define a few additional notions.

Definition 5.3. In a CPO-category C, an w-diagram over embeddings is an w-diagram
D : w — C, such that all D(i < j) are embeddings. Given such a diagram, we define
D*® : w° — C, to be the w°P-diagram given by D*®(n) := D(n) and D*(i < j) = D(i < j)°.
Given a cocone p: D — A in C, we define a cone u® : A — D*® in C by (u®); = (u;)®. We
shall say that C has all w-colimits over embeddings if every w-diagram over embeddings has
a colimit in C.

By combining several results from [SP82|, one can show the next theorem.
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Theorem 5.4 (Limit-colimit coincidence). Let C be a CPO-category with all w-colimits
over embeddings. Let D : w — C be an w-diagram over embeddings and let y: D — A be a
cocone of D. The following are equivalent:

(1) w is a colimiting cocone of D in C,

(2) w is a colimiting cocone of D in C,

(3) Each p; is an embedding, (ju; o p1); is an increasing chain and \/; p; o p§ = ida,
(4) u® is a limiting cone of D® in C,

(5) u® is a limiting cone of D® in Cp,

Proof. In Appendix A.7. L]

Remark 5.5. This theorem applies to both categories CPO and CPO ;. However, when
constructing an initial algebra for an endofunctor T': CPO — CPO, the theorem is not
useful, because the initial map ¢ : @ — T@ is not an embedding (unless 7@ = & ) and
therefore the initial sequence of T" is not necessarily computed over embeddings. Also, observe
that CPO, has w-colimits, but has no initial object and thus it is not a good setting for
constructing initial algebras.

On the other hand, this theorem is very useful for constructing initial (and final)
(co)algebras for many categories like CPO |, that have some additional structure, which we
explain next.

Definition 5.6 (|Fio94, Definition 7.1.1]). In a CPO-category, an e-initial object is an
initial object such that every morphism with it as source is an embedding. The dual notion
is called a p-terminal object. An object that is both e-initial and p-terminal is called an
ep-zero object.

The category CPO has an initial object given by @, but it does not have an e-initial
object. The category CPO |, has an ep-zero object that is the one-element cpo {L}.

An endofunctor T': C — C is algebraically compact if T has an initial T-algebra (£2,7),
such that (£2,771) is a final T-coalgebra. In this situation we say (Q,7) is a free T-algebra.
A CPO-category C is CPO-algebraically compact if every CPO-endofunctor T': C — C
has a free T-algebra. CPO-algebraic compactness also implies the existence of parameterised
free algebras [Fio94].

Theorem 5.7 (|Fio94, Corollary 7.2.4|). A CPO-category with ep-zero and colimits of
w-chains over embeddings is CPO-algebraically compact.

Therefore, categories that enjoy this structure are an ideal setting for solving recursive
domain equations. In particular, algebraic compactness is crucial for interpreting isorecursive
types involving —. We will see that the linear category of our model is indeed such a category
and that we can very easily interpret (arbitrary) types within it. Non-linear types, however,
need to admit an additional non-linear interpretation within a cartesian category that does
not enjoy such a strong property. To resolve this problem, our type interpretations will be
based on the following theorem, which combines results of [SP82].

Theorem 5.8. Let A,B and C be CPO-categories where A and B have w-colimits over
embeddings. If T : A°P x B — C is a CPO-functor, then the covariant functor

T.: Ac xB. — C. giwven by T.(A,B)=T(A,B) and Te(ei,e2) =T((e])", e2)

s an w-functor.
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Proof. This follows from [SP82, Theorem 3|, because both categories A and B have locally
determined w-colimits of embeddings thanks to Theorem 5.4. []

Therefore, this theorem allows us to consider mixed-variance CPO-functors on CPO-
categories as covariant ones on subcategories of embeddings. By trivialising the category A,
we get:

Corollary 5.9. Let T : B — C be a CPO-functor between CPO-categories B and C where
B has w-colimits over embeddings. Then T restricts to an w-functor T, : B, — Ce.

5.2. Models of Intuitionistic Linear Logic. Our type system has both linear and non-
linear features, so naturally, it should be interpreted within a model of Intuitionistic Linear
Logic, also known as a linear/non-linear (LNL) model (see [BW96, Ben95| for more details).

Definition 5.10. A model of Intuitionistic Linear Logic is given by the following data: a

cartesian monoidal category with finite coproducts (C, X, 1,11, &); a symmetric monoidal

closed category with finite coproducts (L, ®, —o, I, 4+, 0); and a symmetric monoidal adjunction
F

C L

é We also adopt the following notation. The comonad-endofunctor is
l'= F oG : L — L; the unit and counit of the adjunction are n:Id = Go F : C — C and

€:!=1d: L — L, respectively.

Moreover, in this situation, the left-adjoint F' is both cocontinuous and strong symmetric
monoidal. Thus, there exist isomorphisms I % F(1) and 0 = F(@) in L, together with
natural isomorphisms

Ro(FXxF)Z=FoX:CxC—=L and +4o(FxF)= Foll:CxC—1L

that satisfy some coherence conditions, which we omit here. Observe, that the structure of
the natural isomorphisms m and c is very similar. In fact, most of our propositions involving
these natural isomorphisms can be proven in a uniform way, so we introduce some notation
for brevity.

Notation 5.11. We write ® for either the ® or + bifunctor; [ for the bifunctor X or II
respectively; S for the natural isomorphisms m or ¢, respectively. Then, we have a natural
isomorphism:

Go(FxF)2s Fom:CxC L.

5.3. Models of LNL-FPC. Before we may define our categorical model, we first introduce
the notion of a pre-embedding, which is novel (to the best of our knowledge). Pre-embeddings
are of fundamental importance for defining the non-linear interpretations of non-linear types.

Definition 5.12. Let T': A — B be a CPO-functor between CPO-categories A and B.
Then a morphism f in A is called a pre-embedding with respect to T if T'(f) is an embedding
in B.

We can now describe our categorical model by combining results from the previous
two subsections. Our categorical model is a model of Intuitionistic Linear Logic with some
additional structure for solving recursive domain equations. Because of that, we shall use
the same notation for it as introduced in the previous subsection.
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Definition 5.13. A CPO-LNL model is given by the following data:
1. A CPO-symmetric monoidal closed category (L, ®,—o, I) with finite CPO-coproducts

(L, +,0);
2. A CPO-cartesian monoidal category (C, X, 1) with finite CPO-coproducts (C, 11, @);
F
3. A CPO-symmetric monoidal adjunction C 1 L , such that:
G

4. L has an e-initial object 0 and all w-colimits over embeddings; C has all w-colimits over
pre-embeddings, w.r.t F, and the product functor (— X —) : C x C — C preserves them.

Assumption 5.14. Throughout the rest of the paper we assume we are working with an
arbitrary, but fired, CPO-LNL model as in Definition 5.13.

While not immediately obvious, L is CPO-algebraically compact. We reason as follows.

Theorem 5.15. In every CPO-LNL model:

(1) The initial object 0 € L is an ep-zero object;
(2) Each zero morphism L 4 p is least in L(A, B);
(3) L is CPO _-enriched;

(4) L is CPO-algebraically compact.

Proof. (1) For every object A € L, define a morphism 1 4:= I SN N A, whereex : 0 — X
is unique and e% : X — 0 is its projection counterpart. Then, for every h : A — B, we have
h o 1L g4=1p. This means the category L is weakly pointed in the sense of [Bra97, Definition
9]. One can now define morphisms

Lagm A [ g meurrylas), g
and prove that:
golap=Llac forg: B—C [Bra97, Proposition 11|
lpcof=Llac for f: A— B [Bra97, Proposition 12]

In the presence of an initial object, this then implies that 0 is a zero object; L4=17 4 and
that the morphisms 1 4 p are zero morphisms [LMZ18, Lemma 4.8|. Therefore 0 is an ep-zero,

because (ex, ey ) forms an e-p pair for every object X and also L4 p= A A0 58, B,
(2) For any f: A— B, we have Ly p=1lppof =epoejof<idpof=f.
(3) is now immediate from (2) and (4) follows by Theorem 5.7. ]

Every embedding in C is a pre-embedding (because CPO-functors preserve embeddings)
and pre-embeddings are closed under composition, so one can form the full-on-objects
subcategory of C of all pre-embeddings. We define such a subcategory within our model.

Definition 5.16. Let C,. be the full-on-objects subcategory of C of pre-embeddings with
respect to the functor F.

The importance of this subcategory is that it allows us to reflect solutions of certain
recursive domain equations from the category L. into the category C,.. As we have
previously explained, the construction of initial algebras of endofunctors on C is not done
over embeddings, in general (e.g. if C = CPO), because the initial map ¢ : @ — X usually is
not an embedding. Observe, however, that ¢ : @ — X always is a pre-embedding with respect
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to F. In fact, we shall see that the initial algebras for all non-linear type interpretations are
constructed over initial sequences consisting of pre-embeddings.
We proceed with a simple lemma.

Lemma 5.17. Let A be a CPO-category that has w-colimits over embeddings. Then A, has
all w-colimits, and the inclusion functor A, — A is an w-functor that reflects w-colimits.

Proof. This follows immediately by Theorem 5.4 (1) — (2). ]
Our next theorem shows C,. is a suitable setting for constructing initial algebras.

Theorem 5.18. In every CPO-LNL model:

(1) L. is an w-category, and the subcategory inclusion L, — L is a strict w-functor that also
reflects w-colimits.

(2) Cpe is an w-category and the subcategory inclusion Cpe — C is a strict w-functor that
also reflects w-colimits.

(3) The subcategory inclusion C. — Cpe preserves and reflects w-colimits (C. does not
necessarily have an initial object).

Proof. (1) follows from Lemma 5.17 and the fact that L has an e-initial object 0.

(2) Let A : Cpe — C be the inclusion, and let D : w — C,. be an w-diagram. Let
D — X be a cocone in Cpe and assume that it is colimiting in C. We aim to show that
(i is also colimiting in C,p, since this would imply that the inclusion A reflects w-colimits.
So let v : D — Y be another cocone in C,, then v is a cocone in C, hence there is a
unique morphism f : X — Y in C such that fopu =v. Now, both Fu: FoD — FX and
Fv:FoD — FY are cocones of F'o D in L. Since p is colimiting in C, and F' (as a left
adjoint) preserves colimits, it follows that F'u is the colimiting cocone of F'o D in L. Hence
there is a unique e : FX — FY in L such that eo Fu = Fv. Since f o y = v, we obtain
FfoFu=Fv,so Ff =e. By (1), the inclusion L, < L reflects w-colimits, hence e must
be a morphism in L., hence an embedding. We conclude that F'f is an embedding, so f is a
pre-embedding, which shows that u is indeed colimiting in Cp..

Next, we have to show that Cp, has all w-colimits, so we have to show that the colimit of
D exists. First, since C has w-colimits over pre-embeddings, the colimiting cocone 4 : D — X
of D in C exists. We have to show that y is actually a cocone in C. Since F'is a left adjoint,
it preserves colimits, hence Fu : F o D — FX is colimiting in L. Now F oD :w — L, is
an w-diagram, hence by (1), it follows that Fu is also the colimiting cocone of F'o D in L,
meaning that F'u consists of embeddings. Hence p consists of pre-embeddings, so is a cocone
in Cpe. Since we already showed that the inclusion A reflects w-colimits, it follows that p is
colimiting in C,, so the colimit of D exists in C, and is clearly preserved by A. So the
inclusion A is an w-functor.

Let @ be the initial object of C, and let X be some other object of C. Let i: @ — X
be the unique initial map in C. As a left adjoint, F' preserves initial objects, hence F& € LL
is initial, and Fi : F@ — FX is unique. Since F'@ = 0 is e-initial, it follows that F'i is an
embedding. Hence 7 is a pre-embedding, so a morphism in C,.. It follows that also C, is
an w-category, and since we showed that @ is also initial in C,, it follows that A is strict.

(3) We aim to show that the inclusion B : C, < C, preserves and reflects w-colimits.
Note that Ao B : C, — C is the inclusion into C. It follows from Lemma 5.17 that C,
has all w-colimits, and the inclusion Ao B : C, — C preserves and reflects w-colimits. Let
D :w — C, be a diagram, and let ;1 : D — X be a cocone in C, such that By is colimiting
in Cpe. Since A preserves w-colimits, it follows that (A o B)u is colimiting in C. Since
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A o B reflects w-colimits, it follows that y is colimiting in C, so B indeed reflects w-colimits.
In order to show that B also preserves w-colimits, let u be the colimiting cocone of D in
C.. Since A o B preserves w-colimits, it follows that A(Bu) = (A o B)u is colimiting in C.
Since A reflects w-colimits by (2), it follows that By is colimiting, hence B indeed preserves
w-colimits. ]

By definition, the functor F' : C — L restricts to a functor Fj, : Cpe —+ L. By Corollary
5.9 the functor G : L — C restricts to an w-functor G : L, — C,. Let G : Lo — Ce be

the functor given by Gy = (Le Ge, C.— Cpe>. The next theorem shows our model has
suitable mediating functors for relating initial algebras.

Theorem 5.19. In any CPO-LNL model, Fye : Cpe — Le 1s a strict w-functor. In addition,
Gpe : Le — Cpe is an w-functor.

Proof. Let D : w — Cye be an w-diagram and let po : D — A be its colimit in C,. Since Fj,
is simply a restriction of F, then its action on D and p is simply F o D and F'u, respectively.
By Theorem 5.18 (1), p is also a colimit of D in C and since F' : C — L is a left adjoint,
it follows Fu is a colimit of F o D in L. However, F o D is a diagram over embeddings
(in L) and Fpu is its colimit over embeddings (in L) and therefore by Theorem 5.18 (1),
Fp is a colimit of F'o D in L.. Thus, F. is an w-functor and strictness follows because
z:0 — F@ is an isomorphism. By Corollary 5.9 and by Theorem 5.18 (3), we see that Gpe
is the composition of two w-functors and is therefore an w-functor itself. []

By Notation 5.11, ® o (F' x F) 6:> Fo@:Cx C — L is a natural isomorphism and by

Corollary 5.9, we see that ® : L x L — L restricts to an w-functor ®, : L, X L, — L¢. The
final theorem of this subsection, together with the previous two, show that C,. is a good
setting for the non-linear interpretation of non-linear types.

Theorem 5.20. In any CPO-LNL model, the bifunctor @ : C x C — C restricts to an
w-bifunctor Epe : Cpe X Cpe — Cpe. Moreover, the natural isomorphism (B restricts to a
B

natural isomorphism ®¢ o (Fpe X Fpe) é Fpe 0 Bpe : Cpe X Cpe — L.
Proof. Let f: X1 — Y7 and g : X9 — Y3 be morphisms in C,, so F'f and F'g are embeddings.
Naturality of 3 gives us :

Byiye) o (FfOFg)=F(fBg)oBx;,x.)
hence

F(f39) =Brye © (Ff O Fg)o By, x,-
As a natural isomorphism, each component of 5 is an embedding. Since ®: C x C — C is a
CPO-functor, it preserves embeddings, hence F f ® Fg is an embedding. We conclude that
F(f @ g) is an embedding, so [ restricts to a functor Epe : Cpe X Cpe — Cpe.

Let D : w — Cpe X Cpe be an w-diagram and let p : D — (A, B) be its colimiting
cocone in Cpe x Cpe. Since [y is simply a restriction of [, then its action on D and p
is simply @ o D and Epu, respectively. By Theorem 5.18 (2) and the fact that colimits are
calculated pointwise in product categories, it follows p is also a colimit of D in C x C. Since
[ : C x C — C preserves w-colimits over pre-embeddings (X by assumption and II is a
colimit), it follows @ is a colimit of (1 o D in C. Therefore by Theorem 5.18 (2), it may be
reflected, so that [y is a colimit of @ o D in Cp.. Thus, [pe is an w-functor. Finally, every
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isomorphism is an embedding and therefore every component of 3 is an embedding (in L),
so that indeed f restricts to a natural isomorphism

pe
©e0 (Fhe x Fpe) Z= Fpe 0 Epe : Cpe X Cpe — L. O

5.4. Concrete CPO-LNL Models. We now describe some concrete CPO-LNL models.

()1
Theorem 5.21. The adjunction CPO é CPO,, , where the left adjoint is given
by (domain-theoretic) lifting and the right adjoint U is the forgetful functor, is a CPO-LNL
model.

We will also show this model is computationally adequate in §7. This concrete model
actually arises from a more general class of CPO-LNL models, as we shall now explain.

Let M be a small CPO_-symmetric monoidal category and let M be the category
of CPO -presheafs, that is, the category whose objects are the CPO ji-enriched functors
T : M° — CPO, and whose morphisms are natural transformations between them (the
notion of a CPO | -natural transformation coincides with the ordinary notion). Then, by the
enriched Yoneda Lemma, the category M is complete and cocomplete and it has a CPO |-
symmetric monoidal closed structure when equipped with the Day convolution [Day74|. In

-7
this situation there exists an adjunction CPO |, T M , where the left adjoint is

M(I7 _)
given by taking the CPO ji;-copower with the tensor unit I and the right adjoint is the
representable functor (see [Bor94, §6]).

). _
Theorem 5.22. Composing the two adjunctions CPO J[} CPO L M
M(I7 _)

yields a CPO-LNL model.

Observe that any CPO | -functor neceggarily preserves least morphisms and therefore
also ep-zero objects. Thus, if M = 1, then M ~ 1 and we recover the trivial (or completely
degenerate) CPO-LNL model. If M = 1, (the category with a unique object and two
morphisms id and L, where L is least), then M = CPO 11 and we recover the CPO-LNL
model from Theorem 5.21. Choosing M to be a suitable category of quantum computation,
we recover a model of Proto-Quipper-M, a quantum programming language [RS17]. Choosing
M to be a suitable category of string diagrams, we recover a model of ECLNL, a programming
language for string diagrams [LMZ18|. Similar presheaf models have been used to model
Ewire, a circuit description language [RS18], and the quantum lambda calculus [MSS13]. All
of these languages have mixed linear/non-linear features and therefore our results presented
here could help with design decisions on introducing recursive (or inductive) datatypes.
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[OFA]: L -1,

[OF 0] =TI, (©F Ph: Gl = Cpe

(]G)l—@,-[);:HZ-

[©FA] ==l o[OF 4] e e
[OF A+ B]:=+.0([0F A],[0F B]) (©F D:—Gpeo[[@ [oF
[[@FA®BH:®GO<[[@'_A]]7[[@|_B]]> qel_P-i-QD:Hpeo<(]®|_PD7(]@'_QD>
[OF A —o B] = .0 ([06F A],[OF B]) ©FPQ):=Xpeo(OF P),(O©FQ))

(©F uX.P):=(0,X+P)

[0+ uX.A] =[O0, X - A]

Figure 4: Standard interpretation of types (left) and non-linear interpretation of non-linear
types (right).

6. DENOTATIONAL SEMANTICS

We now describe the denotational semantics of LNL-FPC. Every type © - A admits a

(standard) interpretation as an w-functor [© F A] : Lo L.. Every non-linear type © - P
admits an additional non-linear interpretation as an w-functor (© + P) : Cﬁl — Cpe that is

related to its standard interpretation via a natural isomorphism (see Figure 5)
P [OF Plo F® = o (@F P): ClOl - L.

It is precisely the existence of this natural isomorphism that allows us to define the substruc-
tural operations (copying, discarding and promotion) on non-linear types.
As in FPC, the interpretation of a term ©;' - m : A is a family of morphisms of L

[O:TFm: A] = {[[@;r Fm: Ay [OFT)F®IZ) 5 [OF AJFXI®1Z) | Z e Ob(C'e‘)}

indexed by objects Z of Cl®I. In the special case when © = - the interpretation can be seen
as a morphism of L. In order to show the semantics is sound, we also provide a non-linear
interpretation of non-linear values that is compatible with the substructural operations. We
remark that types are interpreted as functors on L., which is a subcategory of L, the category
in which terms are interpreted. Doing so is crucial for defining the semantics.

6.1. Interpretation of LNL-FPC Types. The (standard) interpretation of a well-formed

type © F A is a functor [O F A] : LI° - L. defined by induction on the derivation of
© F A (Figure 4, left). The non-linear interpretation of a non-linear type © F P is a functor

©FP): Cﬁ' — C,e defined by induction on the derivation of © - P (Figure 4, right).
The non-linear interpretation of non-linear types depends on the standard interpretation,
so the latter needs to be defined first, as we have done. Both assignments are w-functors
defined on w-categories, as we show next, and so the assignments are well-defined, i.e., the
parameterised initial algebras we need to interpret recursive types exist.

Theorem 6.1. For any well-formed types O - A and © - P, where P is non-linear:

(1) The assignment [© F A] : L = L. is an w-functor.
(2) The assignment (O + P) : C‘p?' — Cpe is an w-functor.
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F>2|@|
Cpe! s L
©r P[)‘ WV h[[e - P]
C,. L.
p Fpe

Figure 5: Relationship between standard and non-linear interpretations of non-linear types.

Proof. Both statements are proved by induction one after the other. The functor II; is
obviously an w-functor. The functors !¢, +¢, ®,, —o, are w-functors because of Theorem 5.8.
The functors Gpe, Fpe, Xpe, e are w-functors (Theorems 5.19 and 5.20). Moreover w-functors
are closed under composition and tupling. Finally, the p-case follows from Theorem 4.12. []

The next theorem shows that the standard and non-linear interpretations of non-linear
types are strongly related via a natural isomorphism (see Figure 5).

Theorem 6.2. For any non-linear type © b P, there exists a natural isomorphism

a® P [OF P]o pre\@\ = Fpeo(©OFP): Cﬁl — Le inductively defined by

PO = id
oM =i
a® PO = gre((O F P), (O F Q) 0 @c(a®F,a%79) (see Theorem, 5.20)
a®F X — (o OXFPyf (see Theorem 4.18).
Proof. In Appendix A.8. L]

In FPC, one has to prove a substitution lemma that shows the interpretation of types
respects type substitution. In LNL-FPC, we have to prove three such lemmas: one for the
standard interpretation [© - A] of (arbitrary) types, one for the non-linear interpretation
(© - P) of non-linear types, and one for the natural isomorphism a®" that relates them.
In order to do this, one first has to show a permutation and a contraction lemma.

Lemma 6.3 (Permutation). Given types ©,X,Y,0' - A and ©,X,Y,© + P, with P
non-linear:

(1) [6,Y,X,0' - A] =[06,X,Y,0" = A] o swap,, s

(2) (6,Y,X,0'F P) =(0,X,Y,0" - P) oswap,,

(3) a®YXOP _ ae’X’Y’@%Pswapmjm,

where |O] =m, || =m' and swap,, ;,y = (M1, ..., W, Wgo, g1, g3, - M mr 42)-
Proof. Essentially the same as [Fio94, Lemma C.0.1]. ]

Lemma 6.4 (Contraction). Given types ©,0' + A and ©,0' - P, with P non-linear:
(1) [©,X,0"F A] = [0,0" F A] o drop,), ,,
(2) (6,X,0"F P) = (6,0 P)odrop,,
(3) a®@XOHP _ (0O Pyron

where X ¢ © UG, |©] =m, |0'| =m and drop,, .,y = (1, ..., Iy, Hpgo, .o, M pnri1).
Proof. Essentially the same as |[Fio94, Lemma C.0.2]. ]
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[0 F P[R/X]] o F® 2 Fye o (© F P[R/X])
H Fpey—l
[0, X + P]o(Id, [© + R]) o F;°
| Fpeo(©,X + P)o (Id, (O + R))
[0, X - Plo (F®, [0 - R] 0 F3!)
a(Id, (© F R))
[0, X+ P}]<Fp§;'@,a>“
[0, X F Plo(F® Fo(@F R) =——=1[0,X+ P]o 51" o (14 (0 F R))

Figure 6: The commuting diagram of natural isomorphisms for Lemma 6.5 (3).

In all models of FPC, the substitution lemma (and also the permutation and contraction
lemmas) hold up to isomorphism. However, in models where the equality of Proposition 4.14
holds, this can be strengthened to an equality (cf. [Fio94, pp. 181]). Indeed, in LNL-FPC
the same is true for the standard substitution lemma, but the non-linear substitution lemma
holds only up to isomorphism, which is induced by the isomorphism .

Lemma 6.5 (Substitution). Given types ©, X F A and © F B and ©,X - P and © - R

with P and R non-linear:

(1) [0 AB/X]]=]0,X F A] o (1d,[© - B])

(2) (©F P[R/X]) = (0,X  P) o (Id,(© F R)), where the natural isomorphism, denoted
WQFP[R/X] 18 given by:

HOFOIR/X] _ g

SOFXIR/X] _ g

,_Y@HA[R/X} _ Gpe[[(ayX - A]] <Fp>;|®|,a®'_R>
7®I—(P®Q)[R/X} = [pe (76}—P[R/X]7,7@|—Q[R/X]>

OFuY.P[R/X] _ (VQ,YI—P[R/X])T

Y
(3) a@I—P[R/X] — (Fpe,Y@)—P[R/X})fl o Oé@,X)—PUd7 (]@ - RD> o [[@,X - Pﬂ<Fp>;|@|’Oé®i—R>’ (See
Figure 6).

Proof. In Appendix A.9. L]

The most important type isomorphism in FPC is the folding and unfolding of recursive
types. Denotationally, this is modelled using the properties of parameterised initial algebras
and the substitution lemma. The same is true in LNL-FPC, but, in addition to the standard
folding and unfolding of recursive types, we also have a non-linear interpretation for folding
and unfolding of non-linear recursive types.
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Definition 6.6. Given types © - uX.A and © - pX.P, with P non-linear, let
fold® #X-4: [0 F AuX.A/X]] = [0 F uX.A] : LI°l - L.
fold® P (O F PluX.P/X]) = (O F pX.P): Cl¢l — Cpe

be the natural isomorphisms given by
foldOrX-A = ([[@ - AuX.A/X]] = [0, X F Al o (Id, [0 F uX.A]) & [0 F MX.A]])

Fold O XP ((]@ - PluX.P/X]) L (0, X F P)o(Id, (O F uX.P)) & (O F uX.P[)) :

qernx.A (£OFHX.P

We denote their inverses by unfol and unfo , respectively.

We now show that given a non-linear recursive type, the standard and non-linear
interpretations of its folding and unfolding are also strongly related. We shall use this
theorem later in order to prove that values ©;1' F fold v : P with P non-linear admit a
non-linear interpretation.

Theorem 6.7. Let © F uX.P be a non-linear type. Then the diagram of natural isomor-
phisms

[6 F PluX.P/X]] o F® =—"—— Fe 0 (0 F PuX.P/X])

fold Fyel®! Fypefold

Fpeo (O F uX.P)

©
[©F uX.P] o F®

(6]
commutes.
Proof.
Fpefo[JGF”X'P 0 oOFPInX.P/X]

= Fpe¢po Fpe'ye'_P[“X'P/X] o @O PlnX.P/X] (Definition)
= Fpe¢p 0 a®XP(1d, (0 - pX.P)) o [0, X - PJ(FIO, a®#XPy  (Lemma 6.5 (3))
= Fpep 0 a®*XP(1d, (0, X F P)T) o [0, X - P|(FI®, (a®*FF)T) (Definition)
= (a®XFPyi o ¢FPX6|9\ (Theorem 4.26)
= o XP o o]0 X F IO (Definition) []

6.2. Interpretation of LNL-FPC Term Contexts. The interpretation of term contexts
is straightforward. The interpretation of an (arbitrary) term context © F I' is an w-functor
[OFT] : | P (see Figure 7, left). A non-linear term context © + ® admits an

additional non-linear interpretation as an w-functor (© - @) : Cﬁ' — Cp (see Figure 7,
right). Just like with the interpretation of types, the two are strongly related.



9:30 BEeErT LINDENHOVIUS, MICHAEL MISLOVE, AND VLADIMIR ZAMDZHIEV Vol. 17:2

[oFT]:L° - L, ©+a):Clel - Cpe
[OF ] =K ©OF) =K
[OFT,2: Al = ®.0([OFT],[OF A]) (OF &,z : P) ==Xy 0 ((© F ®), (O F P))

Figure 7: Interpretation of term contexts (left); non-linear interpretation of non-linear term
contexts (right). Kx is the constant X functor.

Theorem 6.8. For any non-linear term context © = @, there exists a natural isomorphism
a®?:[0F @)oo F% = Fo(©Fa): Cll - L,
that is given by:
OF — ky (the constant u natural transformation)

a®m2El = PO F @), (O F P)) o ®(a®®, a®FF) (see Theorem 5.20).

Proof. Straightforward verification. ]

6.3. Interpretation of LNL-FPC Terms. We introduce some notation for brevity that
we use throughout the rest of the section. Given a type context ©, we use Z to range over
Ob(Cﬁ') = Ob(C®l). We write FZ for prel(a'Z = F*I®1Z. We use T to range over both
types and term contexts and we use ¥ to range over non-linear types and non-linear term
contexts. Then, let

]S :=[6F 1] (Fz) € Ob(L), )2 := (0 + v) (Z) € Ob(C).
With this notation in place, from the previous two subsections we have isomorphisms (in L)
OFuX.A ~ OFuX.A o~
unfold 2% s [uX A]G = [A[uX.A/X]]G : foldZ 4, a9 - [W] = F(¥)F
18]

Remark 6.9. The isomorphisms above are natural in Cye', which we saw is crucial for
defining the type interpretations. However, as in FPC, this naturality is irrelevant for the
term interpretations — we only need the fact that each component is an isomorphism in L.
Thus, there is no danger in working within C and L, instead of C,. and L.

Next, we show how to interpret the substructural rules of Intuitionistic Linear Logic in a
CPO-LNL model. The isomorphism « plays a fundamental part.

Definition 6.10. We define discarding (¢), copying (A) and promotion ([J) morphisms:

OO = [W]S % PG L P11

F(id,id
o F(d,id)

A@W (V15 < F(¥)3 F(W3X(@)3) 2= FI)3 e Fo)g =2 [v]3 @ [¥]3

09" = []3 & Fu)g % 1P()g 2 1[e]3

where, for brevity, we have written « instead of a@'_‘l’

Proposition 6.11. The triple ([[\Il]]%), A?—\p&?—\y) forms a cocommutative comonoid in L.

Proof. By the axioms of monoidal adjunctions and the cartesian structure of C. []
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[@,2: AFa: Al = [®] @ [A] 224 I © [A] = [4]
[T+ leftapm: A+ B] =[] 2 (4] =% 4] + [B] = [4 + B]
[0 b right, ym: A+ B] = [I] 2 [B] 222 [4] 4 [B] = [A + B]

[@,, X F case m of {left z — n | right y —» p} : C] = [P] @ [[] ® [¥] — Lo,

eIl 19 @ [S] @ [A + B] S

[#] ® [#] @ [ ® [S] 5 [¢] © [£] @ [#] © [1] <2
(2] © [£] ® [4]) + ([#] ® [£] @ [B]) T2, [0

[®, 0,5 F (m,n) : A® B] = [®] ® [[] © [£] 22% [9] @ [9] @ [[] @ [£] =
[#] ® [T © [#] ® [5] [Al® [B] = [A® B]
[, X F let (z,y) =minn:C]|:=[?]x[I]®[X] —
[#] ® [1] ® [#] © [] 2%

[T+ Xztm : A — B] == [I]

[m]®[n]

294 18] @ [0] @ [[] @ [Z] =

A B]e[#] @ [2] > [0] © [5] ® [A] @ [B] 1 [C]

urty@mD, ([4] — [B]) = [4 — B]

[®, 1,5 Fmn: B] =[] ® [[]® [Z] 22% [¢] @ [¢] ® [[] @ [T] =
[#] @ [1] @ [9] ® [5] 220, (14] — [B]) @ [A] <5 [B]

[@F 1ift m: 4] == [@] 5 1a] 2 114 = p4]

[T+ force m: A] == [I] YL 1pa] & [4]

[[m]] fold

[T+ fold,x.am : uX.A] = [I] 5 [A[MXA/X]]]—>[[ X.A]

[T+ unfold m : A[uX.A/X]] = [[] ¥ [ux.A] 204 147X, A/X]]

where, for brevity, we write [Y] for [Y]$ » for all types or term contexts T and where we
omit the subscripts and type superscripts of some morphisms (which can be easily inferred).

Figure 8: Interpretation of LNL-FPC terms.

We can now define the interpretation of LNL-FPC terms. A term ©;I' - m : A is
interpreted as a family morphisms of L indexed by Z. That is

[0:T -m: A] = {[TFm: A : [T]3 — [A]F | Z € Ob(C®)},

where [['Fm : A]];2 is defined by induction on the derivation of ©;I' - m : A in Figure 8
(notice the remark). Just as in FPC, the interpretation of terms is invariant with respect
to both © and Z , so omitting the subscript and superscript annotations (as we have done)
should not lead to confusion, but on the other hand it improves readability. For brevity, we
also informally write [m] instead of [I" - m : A]]%, which can be inferred from context.

The careful reader might have noticed that the above notation is not completely precise,
because terms do not have unique derivations. Technically, the definition should be read as
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providing an interpretation for a derivation D of ©;I' - m : A. However, the next theorem
justifies our notation.

Theorem 6.12. Let D1 and Dy be two derivations of a judgement ©;T' = m : A. Then
[D1]$ = [D2] -

Proof. As previously explained, two derivations may only differ in whether some non-linear
variables are propagated up into both premises or just one. Variables that are propagated up
but not used are always discarded. The proof follows by induction using Proposition 6.11. []

In order to prove our semantics sound, we have to first formulate a substitution lemma
for terms. This lemma, in turn, requires that the interpretation of non-linear values behave
well with respect to the substructural morphisms of Definition 6.10. To show this, we reason
as follows.

Definition 6.13. Given a non-linear term context © = ® and a non-linear type © - P, a
morphism f : [[<I>]]g3 — [[P]]g in L is called non-linear, whenever there exists a morphism
®>—<1> P ( @»—p) !

f(@)G = (P) in C, with f = [ [@]F —Z— F(®)§ —— F(P)$

Z [P

Proposition 6.14. If f : [[<I>]]Z — [[P]] = is non-linear, then:
O(EFP f= OQHD
NG Fof=(f&f)orG ™
orpP o or®
Lz o f=1fo H
In particular, non-linear morphisms are comonoid homomorphisms (with respect to Proposi-
tion 6.11).

Recall that by Lemma 2.7, non-linear values necessarily have a non-linear term context.
Proposition 6.15. Let ©;® F v : P be a non-linear value. Then [® F v : P]] = 15 non-linear.
Proof. We define a non-linear interpretation

(@Fv:P)g:(@)F — (P)F
in C by induction on the derivation of ©;® F v : P as follows:
(®,z:PFax:P) ::Q<I>[)><(]P|)7T—2>(] )

(](I)l—leftpR’U P+R P PD—)(] ) II(R) = (P + R)

= |z

W
(®+ rightprv: P+ R o) % (R) 5 (P) I (R) = (P + R)

)=
)=
(®F (v,w) : P®R) = (
)=

(@ F 1ift m - 14) = (@) L GF(@) 225 are] L ara) = (14)

) &
) 2,

o) LMD, py  (B) = (P2 R)
=

o) % (p

(@ F fold,x.pv: uX.P) = (@) % (Plux.P/X)) 25 (ux.P),

where 79 is the second projection in C; inl and inr are the coproduct injections in C; (f, g)
is the unique map induced by the product in C and fold is defined in Definition 6.6. The
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definition is invariant with respect to © and A , S0 again, we omit them from the subscript
and superscript to improve readability.
To complete the proof, one has to show

o alre o FQ'@—U:PDCE o ( @)—P) '
[[@FU:P]]Z: [[@]]Z—>FG(I)DZ—>FQPDZ——>[[PHZ ,

which follows by simple verification using the available categorical data. The fold case is
the most complicated (in general), but because of the preparatory work we have done, it
may be established simply by using Theorem 6.7. []

Next, as usual, we also have to formulate a substitution lemma for terms. Before we do
so, recall Lemma 2.6.

Lemma 6.16 (Substitution). Let ©;®, T,z : A+ m: B be a term and ©;®, X Fv: A a
value with T'NYX = . Then

[miv/a]] = (m oMo [z [9] © [r] ® [4] I [[B]])

where we have omitted the obvious subscript and superscript annotations, for brevity.

ﬂ o (A®id) zd®[[v]]

[e]@[e[e]e[E] —

Proof. By induction using Lemma 2.6 and Propositions 6.14 - 6.15. []
With this in place, we may now show our semantics is sound.

Theorem 6.17 (Soundness). If©;I'Fm: A and m | v, then [I' Fm : A]]? =[TkFov: A]]?

Proof. Straightforward induction. O]

6.4. Notation for closed types. In the special case when © = -, the notation for terms
and term contexts can be simplified, as we showed in §2.2. The same is also true for the
denotational semantics and we will use this simplified notation for the proof of adequacy in
the next section. We denote with * the unique object of the terminal category 1.

Let [Y] := [- F Y] (%) € Ob(L). Let (¥) := (- - ¥)(x) € Ob(C). For x € {a,0, A, O},
we write x¥ := x{¥. Then, we have isomorphisms o¥ : [¥] = F(¥), and substructural
morphisms oV : [¥] — I, AY : [¥] — [¥] ® [¥] and OY : [¥] —![¥].

Writing fold*X4 for fold™#¥4 and unfold*X4 for its inverse, we get an isomorphism
unfold*X-4 : [uX.A] = [A[uX.A/X]] : fold*X-A,

For the interpretation of terms, we write [I' - m : A] :== [I'+m : A], : [I'] — [A], which
is a morphism in L and its definition can be simply read off from Figure 8, disregarding the
remark at the bottom.

7. COMPUTATIONAL ADEQUACY

In this section we show that computational adequacy holds at non-linear types for a class of
CPO-LNL models that satisfy some additional conditions (Theorem 7.10). In the process,
we also provide sufficient conditions for program termination at any type (Theorem 7.9).
The main difficulty is showing that the formal approximation relations exist (Lemma 7.6),
the proof of which is presented in §7.1.

We begin by specifying the additional properties of CPO-LNL models that we use in
the proof of adequacy.
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Definition 7.1. A computationally adequate CPO-LNL model is a CPO-LNL model where:

(1) idy # Lz (or equivalently I 2 0).

(2) For any two pairs of parallel morphisms fi,91 : I — A and fa,92 : I — B, such that
fi#l#F g and fo#l# g i@ f2<g1®@g2= fi < g1 and fo < go.

For instance, the CPO-LNL model of Theorem 5.21 is computationally adequate.

Remark 7.2. Condition (1) is clearly necessary for adequacy. If I = 0, then L ~ 1, and
since L is completely degenerate, then clearly adequacy cannot hold. Condition (2) is a
strong assumption that requires the tensor product of L to behave like the smash product
of domain theory. This is a sufficient condition, but we do not know if it is necessary.
However, it appears to be unavoidable when using the standard proof strategy based on
formal approximation relations, just as we do (see Remark 7.22). In principle, there could be
a different proof strategy that does not make this assumption, but we do not know of such a
strategy that works in our setting.

Assumption 7.3. Throughout the rest of the section we consider an arbitrary, but fized,
computationally adequate CPO-LNL model.

We begin by showing that non-linear values correspond to non-zero morphisms.
Lemma 7.4. Let - v : P be a non-linear value. Then [v] # L.

Proof. Assume for contradiction [v] = L. Therefore o o [v] =L; ;. Since - - v : P is a
non-linear value, it may be discarded so that o’ o [v] = ¢ = id; (Propositions 6.14-6.15).
But then L7 ; = id;, which contradicts Definition 7.1. ]

Notation 7.5. Given morphisms f1 : [ — Ay,..., fn : [ — A,, we write (f1,..., fn) for
the morphism
(froosfud = (1 D10 0T L8840 0 4,).

For example, ((f1, f2)) = (1 ® f2) o A; .

Let Values(A) := {v | v is a value and - F v : A} and Programs(A) = {p | -+ p: A}
for any closed type - = A. We prove adequacy using the standard method based on formal
approzimation relations, a notion first devised in [Plo85].

Lemma 7.6. For each closed type - = A, there exist formal approximation relations:
<4 C (LI, [A]) — {L}) x Values(A)
C4 C L(I, [A]) x Programs(A)
with the properties:
(A1.1): f<uypleft o gf Af'. f=lefto f and f" 14 v;
(A1.2): f <Quypright v iff Af'. f =righto f and ' dp v;
(A2): f Dagp (v,w) ff 3f, " f={f, ") and f"<a v and f" <p w;
(A3): f <ap Mzl p iff Vf' € L(I,[A]),Yv € Values(A). f' Qa v = evalo (f, ') Cp
plv/x];
(Ad): f < lift piff3ge C(LGA]. f=1% F1) Z0A] and co f Tap;
(A5): f <ux.a fold v iff unfold“X 4o f <px a/x) v;
B): fCapiff f#L = Fve Values(A). pl v and f <4 v.



Vol. 17:2 LNL-FPC: THE LINEAR/NON-LINEAR FIXPOINT CALCULUS 9:35

Proof. Because of (A5), the relations are defined by recursion and proving their existence
requires considerable effort. The full proof is presented in §7.1. []

Lemma 7.7. If f <p v, where P is a non-linear type, then f is a non-linear morphism.
Proof. By induction on - F v : P, essentially the same as Proposition 6.15. []
The next proposition is fundamental for the proof of adequacy.

Proposition 7.8. Let 'Fm : A, where ' = x1: Ay, ..., 2y 1 Ay. Assume further we are
given v; and f;, such that f; <a, vi. Then [m] o (fi,..., fn) CTa m[7 / &].

Proof. By induction on I' - m : A, using Lemma 7.7 where necessary. []
The next theorem establishes sufficient conditions for termination at any type.

Theorem 7.9 (Termination). Let -+ p: A be a well-typed program. If [p] #L, thenp | .

Proof. This is a special case of the previous proposition when I' = -. We get [- - p: A] T4 p,

and thus p |} by definition of C 4. []

Theorem 7.10 (Adequacy). Let - = p: P be a well-typed program, with P non-linear. Then
pd i [pl AL

Proof. (=) By soundness and Lemma 7.4; (<) by Theorem 7.9. ]

This formulation of adequacy immediately implies another one that some readers might
be more familiar with. We shall say that a closed type - = P is ground if it is formed without
any usage of | or —o (note that such a type is necessarily non-linear)!. By using soundness,
adequacy, Lemma 7.4 and injectivity of [—] on values of ground type, we get:

Corollary 7.11. Let -+Fp: P and -+ v : P be a term and a value of ground type P. Then
p v iff [p] = [v]-

7.1. Existence of the formal approximation relations. Our proof strategy is very
similar to the one in [Fio94, Chapter 9] and we now provide an overview. We define
a category where the objects are pairs (X, <) of objects X of L and binary relations
<dC (L(I, X) —{L})x Values(A) together with a suitable notion of morphism that respects
these relations (Definitions 7.12 — 7.14). We show that the constructed category has sufficient
structure to solve recursive domain equations (Theorem 7.17) and that the functors we
use to interpret types can be lifted to this category (Theorem 7.21), while respecting the
obvious forgetful functor. Then, we provide a non-standard interpretation of types that
contains not only the standard interpretation of types, but also the logical relations needed
for the adequacy proof (Proposition 7.26). We also show that this augmented interpretation
is appropriate by showing that (parameterised) initial algebras are computed in the same
way as for the standard interpretation (Corollary 7.27) and that it also respects substitution
(Lemma 7.30). This then allows us to prove the existence of the required relations.

Definition 7.12. Given a closed type - = A, an object X € Ob(L) and given a relation
<JC (L(1,X) — {L}) x Values(A), we define another relation CC L(/, X)x Programs(A) by
gCpiff g #1= 3 v € Values(A). pJvAg .

1T make ground types inhabited, we also have to hardcode the unit type I in the language (see Example 2.1,
where we defined I = (0 — 0)), so that I has a unique value. This is trivial and causes no problems.
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Definition 7.13. For any closed type - - A, we define a Poset-category Rel(A) with:
Objects (X, 9), where X € Ob(L) and <C (L(I,X) — {L})x Values(A) is a relation;
Morphisms f : (X, <dx) — (Y, <Jy) are exactly the morphisms f: X — Y in L, such that:

gdxv= fogLyw;

Composition and identities as in L;
Order inherited from L, i.e. f <g (in Rel(A)) iff f < g (in L).

Unfortunately, the category Rel(A) is not CPO-enriched (in general) and therefore it is
unsuitable for our purposes. Because of this, we consider a full subcategory that has the
desired structure.

Definition 7.14. Let R(A) be the full subcategory of Rel(A) consisting of objects (X, ),
such that for any v € Values(A), the predicate (— < v) is closed under suprema of ascending
chains in L(I, X) — {L}. More specifically, if {g;}* ; is an increasing sequence and g; < v
for every i € w, then \/ g; < v.

Next, we list some useful properties of the categories R(A).

Lemma 7.15. Let -+ A be a closed type. In the category R(A) :

(1) For any object (X, <) and v € Values(A) and g #L, it follows g Qv iff g C v.

(2) For any morphism f: (X,<dx) = (Y,dy), if g CEx p then fogCy p.

(3) For any object (X, <) and p € Programs(A), the predicate (— C p) is closed under taking
suprema of increasing sequences in L(I, X).

Proof. (1) Because v |} v and then by definition.

(2) Assume fog #1. Then g #1 and therefore Jv. p |} v A g <x wv. Since
f:(X,<dx) — (Y,<Qy) is a morphism, it follows f o g Cy v and therefore fog <y wv.
This now implies f o g Cy p.

(3) Let (fi)icw be an increasing sequence in L(1, X), such that for each ¢ € w we have
fi © p. Assume \/, f; #L . Then, there exists k, such that for { > k : f; #1 and f; C p.
Therefore, Jv € Values(A), such that p | v and f; < v, for every | > k. Since (— < v) is
closed under taking suprema of increasing sequences, we conclude \/ -, fi < v. But then
also \/;sj fi € p, by definition. To finish the proof, observe that \/,- fi = Visi fi- ]

There is an obvious forgetful functor U4 : R(A) — L, defined by:
UA(X,<):=X  and UA(f) = f (7.1)
The next lemma establishes some crucial properties of the categories R(A).

Lemma 7.16. For any closed type -+ A :

) The category R(A) is CPO-enriched.

) R(A) has an ep-zero object (0, ).

) ( ) is CPO | -enriched.

) U%:R(A) = L is a CPO _,-functor.

) ( ) has all w-colimits of embeddings.

) U :R(A)e — L is a strict w-functor (cf. Theorem 5.8).

Proof. (1) It is obvious that R(A) is Poset-enriched. We will show that suprema of ascending
chains in R(A) exist and coincide with those in L. Assume that {f;}%_ is an increasing
sequence, where f; : (X,<x) — (Y, dy). Assume g and v are arbltrary, such that g <x v.

(1
(2
(3
(4
(5
(6
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We have to show (\/;~( fi) © g Ey v. Towards that end, assume (\/,~, fi) © g #L . Therefore
there exists k € w, such that for every [ > k : f; 0 g #.L . By definition, f; o ¢ Cy v and since
fiog#L and v | v, it follows f; 0 g Qv. Since (— Jy v) is closed under suprema, it follows
\/izk fiog= (\/Qk fi)og= (\/izg fi) o g <y v and therefore it follows (\/7;20 fi)og Cy v.

Finally, observe that composition in R(A) is a Scott-continuous operation, because it
coincides with composition in L, which is itself a Scott-continuous operation.

(2) Let (X, <x) be an arbitrary object of R(A). (0, @) is initial, because the unique
L-morphism 1o x: 0 — X is also a R(A)-morphism (the additional required condition is
trivially satisfied for the empty relation). Moreover, (0, 2) is terminal, because the unique
L-morphism 1 xo: X — 0 is also a R(A)-morphism (if ¢ <x v then Lx ¢ og =L179Cgs v,
where Ty is constructed via Definition 7.12 when d= @). Finally, L x oo Lo x=100=1idg
and Lo x o Lxo=Llx x<idx because the order in R(A) is inherited from L. Thus, (0, @)
is an ep-zero.

(3) Combine (1), (2) and the fact that Lx y is least in its hom-cpo.

(4) True by construction (the order and suprema in R(A) coincide with those in L).

(5) Let D = ((Xg, <), €k )kew be an w-diagram, s.t. each eg : (Xg, ) = (Xg+1, Ipt1)
is an embedding. Let p : UD — X, be the colimiting cocone in L of the w-diagram
UD = (Xk, ex)kew- Define a relation <,C (L(I, X,,) — {L}) x Values(A) by:

fviff VE e w. pjo f Cg v,

where py, : X, — X, is the colimiting embedding and uj, : X, — X}, is its corresponding
projection. We will show that (X, <,) is the colimit of D in R(A) with colimiting cocone
given by u.

We have to show (— <, v) is closed under suprema of ascending chains, for arbitrary v.
Let (fi)iew be an increasing sequence, s.t. f; <o, v. Then VE.Vi. pu o f; &f v. But (= Ty v)
is closed under suprema of increasing sequences, thus Vk. \/, uy o f; = pg o \/; fi T v. Then,
by definition \/, f; <o, v.

Next, we show that py : (Xk, k) — (X, <w) is a morphism of R(A). Towards that end,
assume that g < v. We have to show ui o g T, v. To do this, assume further pxog #1 .
Now, ug o g Eo, v is equivalent to py o g <y, v, which is equivalent to VI. 7 o g o g &; v. For
[ <k, we have

Jf © [ty © g = €[}, O Jij. O [1y 0 g = €]} 0 g

and since e}, : (Xk, k) — (X;, ) is a morphism, then it follows e}, o g C; v. For I > k, we
have:

[ OpEOg= ] O Oeri0g=¢€riog

and since ey : (X, <) — (X, <) is a morphism, then it follows ey ; o g C; v. Combining
both cases, we conclude that py : (Xx, k) — (Xu, <) is @ morphism of R(A).

Next, observe that g} : (X, <w) — (Xi, Ji) is a morphism of R(A), by definition
of <.

Therefore, p: D — (X, <,) is a cocone over embeddings in R(A). Clearly, (uf o 11i)icw
forms an increasing sequence of morphisms in R(A) and \/, uf o; = id, because the order and
suprema in R(A) coincide with those of L. By the limit-colimit coincidence theorem [SP82],
it follows p : D — (X, <) is a colimiting cocone, as required.

(6) Combining (4), (5) and Theorem 5.8 shows U2 is an w-functor. Strictness is
obvious. []
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Note that by the above lemma, the categories R(A), are w-categories. Even better, we
can show they are suitable categories for interpreting recursive types.

Theorem 7.17. Let - = A be a closed type. Then R(A) is CPO-algebraically compact.
Proof. Combine Theorem 5.7 with Lemma 7.16 (1) (2) (5). []

Next, we show that the functors we use to interpret type expressions may be defined on
the categories R(A) by extending their action to relations as well.

Definition 7.18. Let - = A and - F B be two closed types. We define functors as follows:
(1) 4 : R(A) — R(!A) given by:
(X,<Q):=(1X,!'<) and 1Af:=If,
where the relation (! 9) C (L(Z,!X) — {L}) x Values(!A4) is given by:

g (!9 1iftp if ILe C1,GX).g=12% F(1) LGN} and eog Cp

(2) @48 : R(A) x R(B) — R(A ® B) given by :
(X, <x) @ (V,Qy) = (X®Y,dx ®Jy) and fe*Phi=fah,
where the relation (dy ® <Jy) C (L(I, X ®Y) — {L}) x Values(A ® B) is given by:
9 (Ex © Dy) (v,w) iff 3¢.¢" g=(9®g") oA A g Ixv A g dyw
(3) —AB:R(A)°P x R(B) — R(A — B) given by :
(X,<dx) =P (V,Qy) == (X =V, dx—oy) and  fP P h=fP op,
where the relation (dx—<y) C (L(I,X —Y) — {L}) x Values(A — B) is given by:
g (dx—ody) Ax.p iff V¢ € L(I,X),Vv € Values(A) : ¢ dx v = evalo((g,¢")) Cy plv/z]
(4) +4B . R(A) x R(B) — R(A + B) given by :
(X, <x)+MP (V,Qy) = (X +Y,dx + Jy)  and  f+YPhi=f+h,
where the relation (Jxy + Jy) C (L(I, X +Y) — {L}) x Values(A + B) is given by:
g (dx + Qy) leftv iff dJg'.g=leftog A ¢ Ixw
and
g (dx + dy) right v iff 3g¢’. g =rightog A ¢ <y v

Before we prove our next theorem, we need a couple of lemmas that allow us to establish
some order-reflection properties of our models that will be used in its proof.

Lemma 7.19. The coproduct injections in L are split monomorphisms.

igh .. . . .
Proof. Let A lefty A + B &8 B be two coproduct injections. Since the category L is

pointed:
[ida, Lp, 4] oleft =ida and [La,B,1idp] o right = idp. L]

Lemma 7.20 (Order-reflection via adjunction). Let f: X — GA and h: X — GA be two
parallel morphisms in C, where A € Ob(L) and X € Ob(C). Then F(f) < F(h) iff f < h.
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Proof. The right-to-left direction follows because F'is a CPO-functor. For the other direction:

F(f) < F(h) = GeoGF(f)on < GeoGF(h)on (G and (— o —) are Scott-continuous)
& Geono f < Geonoh (Naturality of n)
& f<h (counit-unit equation) []

Theorem 7.21. All functors from Definition 7.18 are well-defined and are moreover CPO-
functors. In addition, the following diagrams:

A,B 1A
R(A). x R(B), —¢—— R(A * B). R(A), —<¢—— R(14),
Uf x UB UMEB U Ul
L, x L, L. L. L.
*e le

commute, where x € {+,®,—o}.

Proof. Case!:

We first show !4 is a well-defined functor. We begin by showing that (— (! <) 1ift p)
is closed under suprema of increasing sequences. Let (g;)icw be an increasing sequence,
such that g; (! <) 1ift p. Then there exist h; € C(1,GX), such that g; = F(h;) o u and
€0 g; C p. By Lemma 7.15 (3) it follows eo\/, g; = \/, € 0 g; C p. Since u is an isomorphism
and (g;)icw forms an increasing sequence, then (Fh;);e, also forms an increasing sequence.
The functor F reflects the order of this sequence (Lemma 7.20) and therefore (h;)e, also
forms an increasing sequence. Moreover, \/, g; = \/; F'(hi)ou = (\, F(h;))ou = F(\/; hi)ou
and it follows by definition that \/, g;(! <) 1ift p. Therefore !4 is well-defined on objects.

Next, we show !4 is well-defined on morphisms. Let f : (X,<x) — (Y,<y) be a
morphism in R(A). Assume that g (! Jx) 1ift p and that !f o g #L . We have to show
!fog (! <y) 1ift p. Then Fh. g = Fhowu and €0 g Cx p. We have

!fog=FGfoFhou=F(Gfoh)ou
and also
eolfog=foeogLClyp
because of Lemma 7.15 (2). Therefore, by definition !f o g (! <Qy’) 1ift p. Therefore !4 is
well-defined on morphisms.

Finally, it immediately follows by definition of !4 that it preserves identities and compo-
sition, that it is a CPO-functor and that the required diagram commutes.

Case x = ®:

We first show @48 is a well-defined functor. We show (— (dx ® <y) (v,w)) is closed
under suprema of increasing sequences. Let (g;)ic, be an increasing sequence, such that
9; (dx ® <dy) (v,w). Then there exist g}, g/, such that g; = (g} ® g/') o A\; ! and such that
gi <x v and g/ <y w. Since )\1—1 is an isomorphism, (g; ® ¢/)ic, is an increasing sequence
and by Definition 7.1(2) it follows that both (g})icw and (g/)icw are increasing sequences.
Therefore \/, g; <x v and \/; ¢/ <y w. Also:

\/gz—\/gl®gz PYRES \/gz (V) err!

so that by definition \/, g; (<x ® <y) (v, w). Therefore ®*¥ is well-defined on objects.
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Next, we show @8 is well-defined on morphisms. Let

fi: (X1, <x,) = (Y1, <y)
fa: (X2,<x,) = (Yo, y,)

be two morphisms in R(A) and R(B) respectively. Assume that g (dx, ® <x,) (v, w)
and that (f1 ® f2) o g #L . We have to show (f1 ® f2) o g (Jy, ® <y,) (v,w). Then there
exist ¢',¢”, such that g = (¢’ ® ¢"") o )\I_l and such that ¢’ <y, v and ¢"” <x, w. Therefore,
fiog Cy, vand faog” Cy, w. It’s easy to see that f; #L1# ¢’ and fo #1+# ¢”. Therefore,
fio g/ <y, v and fao g” <y, w. Also:

(A®f)og=(/i® fa)o(d ®g") oA =((fiogd)®(faog")) oA

By definition, (f1 ® f2)og (dy; ® dy,) (v,w). Therefore, ®4# is well-defined on mor-
phisms.

Finally, it immediately follows by definition of ®4¥ that it preserves identities and
composition, that it is a CPO-functor and that the required diagram commutes.

Case x =—o:

We first show —o4 is a well-defined functor. We show (— (Jy—o<y) Az.p) is closed
under suprema of increasing sequences. Let (g;)ic, be an increasing sequence, such that
gi (Sx—<y) Az.p. Let ¢ and v be arbitrary, such that ¢ dx v. It now follows that
eval o (g, ¢')) Cy p[v/z]. From Lemma 7.15 we get:

eval o <<\/ 9i,9') = \/ eval o (g, g')) Cy plv/a]

so that by definition \/, g; (<x—o<y) Az.p. Therefore —4'¥ is well-defined on objects.

AB :

Next, we show —o is well-defined on morphisms. Let

P (X1, <9x,) = (Y1, yy)
foi (X2, 9x,) = (Y2, Dyy)
be two morphisms in R(A)°? and R(B) respectively. Assume that g (JIx,—<x,) Az.p and

that (f;* — f2) 0o g #L . We have to show (f{® —o f2) o g (dy;—<y;) Az.p. Let ¢’ and v
be arbitrary such that ¢’ <y, v. Since

i (Y1, dyy) — (X1, <xy)
it follows f1 0¢' Cx, v.
If f1 og’ =1, then it trivially follows that eval o (g, f1 0 ¢')) Cx, p[v/z].

If fiog #1, then f10g <x, v and therefore eval o (g, f1 0 ¢')) Cx, plv/x].
Therefore, in both cases, eval o (g, f1 o ¢')) Cx, p[v/z]. This then implies:

faoevalo (g, fiog') Cy, plv/a],
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because fy : (Xg,dx,) — (Y2, <y, ). And therefore:

evalo ((fy” — fa) e g,9') =

= evalo (((f{* — f2)og) @ g) o AT

— evalo ((f% —o f) ®id) o (9 @ ¢/) o A}

= eval o ((id°P —o fo) ®@id) o ((f{P —oid) ®id) o (¢ @ ¢g') o A}"

= faoevalo ((f{® —id)®id)o (g®g') o A;* (Naturality of eval)

= faoevalo (id® f1) o (g®g') o A;* (Parameterised adjunction [ML9S8, pp. 102])

= faoevalo (g, fiog')
EYQ p[’l)/l’]

AB s well-defined on mor-

By definition, (f{* — f2) 0 g (Jy;—<y,) Az.p. Therefore, —o
phisms.

Finally, it immediately follows by definition of —“Z that it preserves identities and
composition, that it is a CPO-functor and that the required diagram commutes.

Case x = +:

We first show +4F is a well-defined functor. We show (— (<dx + <y) left v) is closed
under suprema of increasing sequences. Let (g;)ic, be an increasing sequence, such that
gi (Sx + <Qy) left v. Then there exist g}, such that g; = left og, A g} <x v. Since left is a
split monomorphism (Lemma 7.19), it follows (¢});c. is an increasing sequence and therefore
V; gi <x v. Since /, g; = left o/, g} then by definition \/, g; (dx + Jy) left v. Similarly,
it follows that (— (Jx + <y) right v) is also closed under suprema of increasing sequences.
Therefore +48 is well-defined on objects.

Next, we show +48 is well-defined on morphisms. Let

fi: (X1, <x,) = (Y1, <y)
fa 1 (X2,<x,) = (Yo, y,)

be two morphisms in R(A) and R(B) respectively. Assume that g (Jx, + <x,) v and that
(fi + f2) og #L . We have to show (f1 + f2) o g (Qy; + Jy,) v. There are two cases for
v: either v = left w or v = right w. We show the first one and the other one follows by
complete analogy. Thus, assume v = left w. Then 3¢’. g =leftog’ A ¢’ dx, w. Therefore,
fiog' Ty, w. Since lefto fiog’ = (f1+ fo)oleftog’ = (f1+ fa)og #L it follows frog #L and
therefore fi o g’ <y, w. By definition, (f1 + f2) o g (dy; + Jy,) left w. Therefore, +47 is
well-defined on morphisms.

Finally, it immediately follows by definition of +45 that it preserves identities and
composition, that it is a CPO-functor and that the required diagram commutes. []

Remark 7.22. In the proof above, condition (2) of Definition 7.1 is used to show @4 is
well-defined. This is the only place where this assumption is used in the paper.

So far, we have defined operations (and functors) that show how to construct appropriate
logical relations for types of the form !4, A+ B, A ® B and A — B. Next, we show how
to fold and unfold logical relations via the functors I and [E below. I should be thought of
as the introduction (fold) and E as the elimination (unfold) for logical relations involving
recursive types.
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Lemma 7.23. For every closed type - = uX.A, there exists an isomorphism of categories

P4 R(A[PX.A/X]) = R(pX.A) : EXA

given by:
XA R(A[pX.A/X]) = R(uX.A) EAXA R(uX.A) — R(A[X.A/X))
A, Q) = (v, 14 Q) EHAY, Q) = (VB Q)
XA = f ECAS) = f

where the folded relation (I"X4 <) is defined by:
(I"XA Q) C (L(1,Y) — {L}) x Values(uX.A)
g ("4 Q) foldv <= g<uw
and the unfolded relation (EFXA <) is defined by:
(EFXA Q) C (L(I1,Y) — {L}) x Values(A[uX.A/X])
g (B4 <)y = g<dfoldw
Moreover, the functors "4 and EFXA are CPO | -functors.

Proof. We first show that the functor I**X4 is well-defined on objects. This is equiva-
lent to showing (— (I**4 <) fold v) is closed under suprema of increasing sequences in
L(1,Y) —{L}. This, by definition, is equivalent to showing that (— < wv) is also closed
under the same suprema, which is true by assumption.

Next, we show the functor 1#X4 is well-defined on morphisms. Let f : (Y, <dy) — (Z, <z)
be a morphism in R(A[pX.A/X]). Assume g (I*X4 <y’) fold v and assume fog #.L . From
the former it follows g <y v and therefore f o g Ez v. Since f o g #1 it follows fog <z v
and by definition f o g (I"¥4 <) fold v. Therefore, I*X4 is well-defined on morphisms.

Next, we show that the functor E#X4 is well-defined on objects. This is equivalent to
showing (— (E#X4 <) v) is closed under suprema of increasing sequences in L(I,Y) — {L}.
This, by definition, is equivalent to showing that (— < fold v) is also closed under the
same suprema, which is true by assumption.

Next, we show E#¥X4 is well-defined on morphisms. Let f : (Y,<y) — (Z,<z) be a
morphism in R(uX.A). Assume g (E*X4 <y) v and assume f o g #L . From the former it
follows g <y fold v and therefore fog C; fold v. Since fog #L it follows fog <z fold v
and by definition it follows fog (EX A g 7) v. Therefore, E#X 4 is well-defined on morphisms.

Obviously, both functors preserve identities and composition.

Next, we show that for any relation <, we have that T*X-4(E#X-4 <) =<. This is true,
because:

g (PXAEA Q) foldv = g (B4 Qv <= gJfoldw.

Also, we show that for any relation <, we have that EAX-A(I*X-4 <) =<, This is true,
because:

g BFAMEA Q) = g (¥4 Q) foldv = gdu.

Therefore THX-A4 o EpX-A = Idr,.x.4) and EHXA o [HX-A = Idr(A[ux.4/x]), which shows the
two functors are isomorphisms. Since both functors are identity on morphisms, it follows
that they are both CPO |,-functors. L]
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This finishes the categorical development of the categories R(A). Next, we define a non-
standard type interpretation on the categories R(A).. When we compose this interpretation
with the forgetful functor, we get exactly the standard type interpretation (Proposition 7.26).
Since the new interpretation carries additional information (the logical relations needed for
the proof of adequacy), we shall refer to it as the augmented interpretation.

Notation 7.24. In what follows, given a type context © = Xi,..., X, and closed types
-FC; (1 <i<n), wewrite C for C1,...,Cy, and [C/O)] for [C1/X1,...,Ch/X,].

Definition 7.25. Given a well-formed type © - A and closed types C as in Notation 7.24,
we define the augmented interpretation to be the functor

10 F A€ : R(CY)e x -+ x R(Ch)e — R(A[C/O])e
defined inductively by:
[CERCHIEEES:?
|0 HA|C .= 1416781 o o F 4|C
|0 F Ax B||C .= »AIC/1BIC/6l 6 (g - A|C, |0+ B||S)  (where * € {+,®, —o})

. : Ao
10 F uX.A|C i= (BXACIL o |0, X - A Cox-AIC/0T)

Proposition 7.26. Every functor ||© AH(j is an w-functor and the following diagram:

- A -
R(Ci)e x -+ xR(Cp)e —————— 1© H A[C/©
USt x - x USn ‘ A[C/e]
L. x---xLg L.
[OF A]

commutes.

Proof. By induction on © + A.
Case O ©;. Obvious.
Case O FH!A.

By induction [|© F A||¢ is an w-functor. w-functors are closed under composition and

1219797 is an w-functor because of Theorem 5.8 and Theorem 7.21. Therefore IiS] I—!AHé is
an w-functor. Moreover:

UMAIC/0] 5 @ H1A4|C = UAIC/8I61AIC/8) 6 o + A)C (Definition)
=l.o U;&[C/@] o|®F AHC (Theorem 7.21)
=1, 0[OF Al o (U x --- x U"™) (TH)
= [OHA]o (Ut x - x U, (Definition)

which shows the required diagram commutes.
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Case OF AxB.

By induction [|© A||(jv and |© F B ||é are w-functors. w-functors are closed under
composition and pairing (§4.2) and *A[C/ OLBIC/O] ig an w-functor because of Theorem 5.8

and Theorem 7.21. Therefore ||© F A x B||C is an w-functor. Moreover:

UMBIC/Ol o l0 - Ax B||C =

_ U;“*B[é/e] KACIOLBIC/OL 6 (o + A, |+ B|C) (Definition)
= %o o (UAIC/Ol 5 UBIC/€l) o (0 - A||%, ||© F B||) (Theorem 7.21)
= %0 (UA¥ o O+ A%, UPC/¥ 0 |0 F B|)

= %0 ([OF A o (Ut x --- x U),[O@F B] o (US* x --- x U")) (IH)
= 4.0 ([OF A], [0 F B]) o (U x --- x US™)

= [O@F AxB]o (U x ... x US), (Definition)

which shows the required diagram commutes.
Case OF puX.A.

By induction |

position and I£ X-AC/O] i¢ an w-functor because of Theorem 5.8 and Theorem 7.21. Therefore

1O+ MX.AHG is an w-functor, because of Theorem 4.12.
Next, observe that for any closed type - - pY.B, we have:

[JRY-B o [uY.B _ [7B[uY.B/Y] (7.2)

which follows immediately from the definition of I. Then:

U:X.A[c*/@] o ]IgX.A[C_"/e] °|O, X AH@,;LX.A[C"/@] _

- Uf[é/@][uX-A[é/@]/X} olle, X F A|’5,MX~A[5/@] (7.2)
— Uj[@/G,uX.A[é/@}/X} o]|0, X F A C.uX.AlC/6] (Type identity)
= [0, X - AJ o (US" x - x USn x ypX-AlC/€]), (IH)

which shows that all of the conditions of Assumption 4.16 are satisfied. Therefore, by
Corollary 4.21 :

ypX-AIC/6] (HgX-A[5/®1 0]|©, X AH@MX-A[@/@l)T = [0, X F Al o (U x -+ x US™)
and then by definition:
UrX-AIC/Ol 6 10 - uX. A€ = [0 F uX.A] o (Ut x --- x US™),
which shows the required diagram commutes. []

By considering the proof of the above proposition for type © - uX.A, we get an important
corollary which shows that for any recursive type, the parameterised initial algebra for the
augmented interpretation is exactly the same as the one for the standard interpretation.

Corollary 7.27. The following (2-categorical) diagram:
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XAl o, X b A|C#XAC/L o (14, 0 F uX.A||)

/\
R(Cl>e XX R(Cn)e Hﬁﬁ R(A[C/@])e
\/
0 F uX.A|¢
USH x - x USn yAc/e)

[0,X F A]o (Id,[©F uX.A])

e =

[©F uX.A]

L x--- xLe L.
commutes (see Theorem 4.12 for ¢).

Proof. In Proposition 7.26, we have shown

ng.A[é/@] ° (H;;X.A[@/@] o]0, X F A,,@,yX.A[@/@]) _

=[0,XF Ao (U x - x U™ x UéﬁX.A[é/@]%

which satisfies the conditions of Assumption 4.16 (with M and N given by the (products of)
forgetful functors). Therefore, by Corollary 4.27 we complete the proof. []

Next, we prove a substitution lemma for the augmented interpretations which shows
that they behave as expected. Its proof depends on a permutation and a contraction lemma.

Lemma 7.28 (Permutation). For any well-formed type ©,X,Y,© F A and closed types
Cla sy Cm+m’+2 :

10,Y, X,0' A"G,Cm+27cm+lydl = |6, X,Y,0 F A||67Cm+lvcm+276/ 0 SWaD,
where |O = m, || =m/, swap,, v = (1, ..., o, 2, M1, iy 3, -+, Mhpgnr42) and
where C'=Cq,...,Cyp and C' = Cpys, ..., Coytmr 10
Proof. Straightforward induction, essentially the same as Lemma 6.3 (1). L]

Lemma 7.29 (Contraction). For any well-formed type ©,0' - A, such that X ¢ © U@/,
and closed types C1,...,Chpym/a1

10, X, 0" F A|[CCmi1C = 0,0 F A% o drop,,

where |©] = m, [0'| =m/, drop,, v = (II1, ..., Iy, M2, ..o, Ipgms41) and where we have
C = Cl, .. .,Cm and C' = Cm+27 PN ,Cm+m/+1.

Proof. Straightforward induction, essentially the same as Lemma 6.4 (1). (]

Lemma 7.30 (Substitution). For any well-formed types ©,X F A and © - B and closed
types C1,...,Cp:

e+ A[B/X]|€ = |©, X + A|@BIC/9) o (14, |© I B||).

Proof. Straightforward induction, essentially the same as Lemma 6.5 (1). []
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We may now finally prove the existence of the formal approximation relations as promised
in Lemma 7.6. First, we introduce some additional notation for convenience when dealing with
closed types and their augmented interpretations. Recall that the augmented interpretation of
a closed type - - A is a functor ||- - A|| : 1 — R(A). Therefore let ||A| := ||- - A||' (%), where
* is the unique object of 1. Then ||A]| is an object of R(A). For the standard interpretation
of types we use the notation from §6.4.

Proof of Lemma 7.6.
First, observe that by Proposition 7.26, | A|| = ([A], <4) for some

94C (L(I,[A]) — {L}) x Values(A).

We will show that these relations <4 have the required properties. Next, recall that by
Theorem 5.8, T.(A, B) = T'(A, B), for any (bi)functor 7" and objects A, B. Then:

Property (B) holds by construction (cf. Definitions 7.12, 7.13 and 7.14).

Properties (Al.1), (A1.2), (A2) and (A3) hold, because:

1A Bl = [|All »*F | Bl = ([A» B], <4+ <p) (xe{+ ® —})

and then by Definition 7.18.
Property (A4) holds, because: [|!A|| =!(||A|]) = (['A],! <4) and then by Definition 7.18.
To prove property (A5), we reason as follows. By using Corollary 7.27 and Lemma 7.30
in the special case where © = -, we get an isomorphism (in the category R(uX.A))

0.t InX Al = XA (|1X F AP (lnX.Al) = PR (| A[RX.A/X]|]) : b,

where * is the unique object of the category 1. But by Corollary 7.27 and the notation
from §6.4, it follows ¢, ! = unfold*X¥4 and so we have an isomorphism in R(uX.A)

unfold"X 4« ([uX . A], <ux.a) = |pX Al

= A (| AluX. A/ X)) (7.3)
= ([A[pX.A/X]], T <ypxayx)) : fold" XA

We may now easily complete the proof. For the left-to-right direction of (A5):

f <Qux.a fold v
= unfold"* o f (I"*4 < ,p,x 4/x)) fold v ((7.3) and Lemma 7.15 (1))

= unfold"¥4o f DApux.A/X] V (Lemma 7.23)
And for the right-to-left direction of (A5):

unfold“X'A o f S]A[/JXAA/X] [
= unfold**4 o f (I#XA Qapx.a/x)) fold v (Lemma 7.23)

= f=fold"*4 ounfold"** o f <,x 4 foldv  ((7.3) and Lemma 7.15 (1)) [J
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8. RELATED WORK

LNL-FPC can be seen as an extension with recursive types of the circuit-free fragment of
Proto-Quipper-M [RS17|, which corresponds to the CLNL calculus in [LMZ18|. The present
paper adds a syntactic, operational and denotational treatment of recursive types to these
type systems.

Our work is also closely related to the LNL calculus [Ben95| (also known as the adjoint
calculus [BW96]). The LNL type assignment system has two kinds of term judgements — a
linear one and a non-linear one, which are interpreted in a monoidal category and a cartesian
category, respectively. However, LNL-FPC differs syntactically, because it has only one kind
of term judgement, which we believe results in a more convenient syntax for programming.

Eppendahl [Epp03] extends LNL with recursive types only for the linear judgements.
In that work, recursive types are treated linearly and are interpreted in the linear category
only. In LNL-FPC, we also show how to add non-linear recursive types. We are able to treat
them non-linearly, because we present new techniques for solving recursive domain equations
within CPO-enriched cartesian categories that we use for their interpretation. Moreover,
in LNL-FPC, both term-level recursion and type-level recursion are handled elegantly and
agnostically with respect to the linearity of the type/term in question, which we think is a
point in favor of our syntax. In contrast, term recursion in LNL and the adjoint calculus
seems to be less elegant [BW96, pp. 11]. In an LNL-style syntax, it is also natural to add
type recursion over the non-linear types, including non-linear function space, but it is an
open problem how to interpret this in the cartesian category. Indeed, even if we assume
(C, x,[— — —],1) is cartesian closed, then the methods presented here do not explain how
to compute fixpoints involving the [— — —] bifunctor, because it is unclear how to see it
as a covariant functor on C while still being able to form initial algebras. In LNL-FPC, we
do not assume our cartesian category is closed and so we do not expose any syntax for the
internal-hom of the cartesian category and we have shown how to interpret the remaining
non-linear recursive types (in both categories, see Figure 4).

Some mixed linear /non-linear type systems, such as the adjoint calculus [BW96/|, also
support additive conjunction. We did not include additive conjunction in our type system,
because we do not think it is interesting from a programming perspective. However, it
appears it could be included without causing problems — on the denotational side we merely
have to assume that our linear category has CPO-products, which is true in all of our
concrete models.

The Lily language [BPR00] is a polymorphic linear/non-linear lambda calculus where
recursive types may be encoded using polymorphism. The non-linear types in Lily are those
of the form !A, whereas in LNL-FPC the non-linear types are also closed under sums, pairs
and formation of recursive types, which is a major focus of our paper and that we believe
improves the usability of the language. A version of Lily where the function space A — B is
strict, rather than linear, was considered in [RS04| and the language was equipped with a
denotational model based on synthetic domain theory. The authors prove two computational
adequacy results (one for call-by-name and one for call-by-value evaluation) that hold at
all types of the form !A. Computational adequacy for Lily at types !A was established
in [MBRO8|, again using a model based on synthetic domain theory. These are the only
adequacy results, that we know of, for languages with a similar feature set to LNL-FPC. Our
adequacy result, however, covers a larger range of types (all non-linear types, rather than



9:48 BEeErT LINDENHOVIUS, MICHAEL MISLOVE, AND VLADIMIR ZAMDZHIEV Vol. 17:2

only those of the form !A) and our categorical model is considerably simpler and easier to
understand. LNL-FPC does not support polymorphism, however.

LNL-FPC is also related to Barber’s Dual Intuitionistic Linear Logic (DILL) [Bar96],
which, like LNL-FPC, also has one kind of term judgement, but it enforces a strict separation
between linear and non-linear contexts. As a result, for a lambda abstraction Az4.p in DILL,
the variable x is always treated as a linear variable, whereas LNL-FPC allows it to be treated
as non-linear, provided A is, resulting in increased convenience for programming.

Other type systems like A%, [BBNT17], )\,,,s [TP11] and Quill [Mor16] support linear
or affine types where the substructural operations are implicit, whereas in LNL-FPC only
the weakening and contraction rules are implicit. However, none of them have so far been
equipped with a categorical semantics (which is the main contribution of this paper).

Fiore and Plotkin model recursive types within FPC using categories that are algebraically
compact in an enriched sense |Fio94, FP94|. Any category that is algebraically compact in
such a sense and is also cartesian closed is necessarily degenerate. In a mixed linear /non-linear
setting, we also have to solve recursive domain equations within the cartesian closed category,
and because of this we cannot model recursive types using these techniques.

Another approach to modeling recursive types involves bilimit compact categories [Lev04]
where type expressions are modelled as functors T : A°P x B°? x A x B — B for which one
can solve recursive domain equations by using domain-theoretic methods [Pit96]. We do not
know if these techniques would also work in a mixed linear /non-linear setting like ours, but
we think that our presentation is simpler and more compact, because we simply interpret
type expressions as functors T : A, x B, — B,.. In addition, our categorical models can be
easily simplified for languages that have only inductive datatypes (recursive types allowing
only ® and +). In such a case, CPO-enrichment from the model may be removed and our
semantics can be adapted quite easily.

In [PPRZ20a, PPRZ20b], the authors present a denotational semantics for the first-order
quantum programming language QPL extended with inductive datatypes (i.e., datatypes
formed using ® and 4+, but not — and !). This type system is not equipped with —o and
! types and in order to model copying of classical information, the authors use methods
based on the work reported here (and in [LMZ19]) that shows how to construct the required
comonoids.

9. CONCLUSION AND FUTURE WORK

We introduced a new language called LNL-FPC, which can be seen as extending FPC with a
mixed linear /non-linear typing discipline (§2). An interesting feature of our type system is
that it has implicit weakening and contraction rules — the users of the language do not have
to explicitly specify when to copy and discard non-linear variables, while still enjoying linear
type checking for the linear variables.

We presented a big-step call-by-value operational semantics for the language and showed
that a previously known canonical fixpoint operator on terms |[LMZ18| may be derived via
the isorecursive type structure, thereby recreating an important result from FPC (§3).

In preparation for the denotational semantics of the language, we first had to establish
some new coherence properties between (parameterised) initial algebras defined in potentially
different categories and related by appropriate mediating functors (§4).

We then described our categorical model, which is a CPO-enriched model of Intuitionistic
Linear Logic with suitable w-colimits (§5). A crucial insight of our approach and of our
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model, is that non-linear types that correspond to mixed-variance functors can be seen as
covariant functors both on the linear category of embeddings, but also on the non-linear
category of pre-embeddings. We also presented an entire class of concrete models that have
found applications not only in classical functional programming, but also in programming
languages for certain emerging fields (quantum computation and diagrammatic languages).

We proved our denotational semantics sound (§6) and cemented our results by demonstrat-
ing a computational adequacy result (§7). In doing so, we provided two kinds of denotational
interpretations for non-linear types, terms and contexts — a standard interpretation within
the linear category, and one within the cartesian category — that we showed are very strongly
related to one another via a coherent natural isomorphism. This isomorphism, in turn,
allowed us to elegantly interpret the substructural operations of Intuitionistic Linear Logic
and in particular we precisely described the canonical comonoid structure of the non-linear
(recursive) types. This, in turn, required developing new techniques for solving recursive
domain equations within a cartesian category, which is perhaps the main contribution of this
paper. More specifically, we showed that the solution of many (mixed-variance) recursive
domain equations on the linear side (constructed over embeddings) can be reflected onto the
cartesian side (by constructing them over pre-embeddings) and this result can be of interest
even without our sound and adequate semantics.

As part of future work we would like to investigate what additional categorical structure
(if any) is required in order to design and model a type system similar to ours, but where the
substructural rules for promotion and dereliction are also implicit. In practical terms, this
would result in a programming language that is more convenient for use, while still retaining
the benefits of linear type checking. In theoretical terms, the categorical treatment could
lead to a better understanding of the underlying design principles.

Another line of future work is to consider a more abstract model of LNL-FPC where the
CPO-enrichment of our model is axiomatised away. This is a challenging problem, but if
resolved, this could help to discover additional models of LNL-FPC.
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APPENDIX A. OMITTED PROOFS

A.1. Proof of Lemma 4.7.

Proof. For brevity we write T4, Tp, Ty for T(A,—),T(B,—),T(f, —) respectively.

First, observe that (T7")x = T'(f,T(f,---T(f, X))
Therefore, (S(Tf))n = (T5")o =T(f,T(f, - T(f,2)-).
Next, observe that 7% (g) = T(A,T'(A,---T(A,g)---).

Next, we have

(Ty * S(T))n = (Ty * S(T)) o (Ta  S(T7))a = T(F£. TH()) o T(A, (T}")2)
— T(f,(T]")0) = (T} ).

And therefore

A.2. Proof of Lemma 4.9.

L T(£,2))-) o T(AT(A, - T(A, i7,0) -

LT(f,9)0urue)-)
Foirgs) )

Vol. 17:2

Proof. Composing 1, : D,, — D}, with d], : D!, — D/, yields a morphism d}, o 7, : D,, — D/,
for each n € w, which forms a cocone of the diagram D. Since D, is the colimit of D, then
colim(7) : D, — D/, is by definition the unique map such that

colim(7) o d,, = d, o 7y,

hence by functoriality of T, we obtain

Tcolim(r) o T'd,, = Td;1 oTm,

(A1)

for each n € w. Now, T'o D : w — B is an w-diagram and since T" preserves the colimit of D,
it follows T'D,, is the colimit of T'o D with colimiting morphisms 1'd,, : T D,, — T D,, for each
n € w. Similarly, TD/, is the colimit of T'o D’ with colimiting morphisms 7'd], : T D!, — TD/,.
Then Td], o T't, : TD,, — TD), forms a cocone of the diagram T o D, and by definition
colim(T'r) : TD,, — T D), is the unique morphism such that

colim(7T'7) o T'd,, = Td/n oTt,.

It follows now from (A.1) that Tcolim(7) = colim(7'7).
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A.3. Proof of Lemma 4.10.

Proof. By Notation 4.8, (D, d,)new is the colimiting cocone of D. By definition of w-
functors, it follows that (T'D,, T'dy,)new, and (HD,,, Hd,)ne, are the colimiting cocones of
T o D and H o D, respectively. Then (HD,,, Hd, o Tp, )new is a cocone of T'D, and by
definition colim(7D) : TD,, — HD,, is the unique morphism such that

colim(tD)oTd, = Hd, oTp,
for each n € w. On the other hand, by naturality of 7 : T'= H, we have
Tp, o 1d, = Hdy, oTp,,

for each n € w, hence we must have colim(7D) = 1p,,. L]

A.4. Proof of Lemma 4.17.

Proof. First, we have to show that for each A € A, we have that
ay : S(I'(NA,—)) = Mo SH(A,—) :w—D
is natural in w, i.e., we have to show that
MS(H(A,—=))n<n+1)o(a})n = (ay)n+10S(T(NA, —)(n <n+1)) (A.2)
for each n € w. Let ¢; : 0 — T(NA,0) and v3 : @ — H(A, D) be the indicated unique
morphisms. By definition, equation (A.2) is then equivalent to:

MH(A, —)"s 0 (a))n = (0 )ns1 0 T(NA, =)y, (A.3)

When n = 0, the equality becomes My 0 2z = (a)1 o ¢1, which is true by initiality. We
proceed by induction, so assume that (A.3) holds for n. Expanding the equality for n+ 1, by
definition of o, we get following diagram:

T(NA,—)"+!
T(NA, —)"+10 V4, )™ u

T(NA,—)"20

T(NA7 (O‘:Z)n) (1) T(NA’ (a*A)"'i‘l)

T(NA, MH(A, —)")

T(NA,MH(A, —)"@) T(NA,MH(A, —)""z)

QA H(A-)"D (2) QA H(A,—)" 1z

MH(A, —)"*Hg MH(A, —)"*+2g

MH(A, —)n+1l,2
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Here the outer square is just equation (A.3) for n+1. Subdiagram (2) commutes by naturality
of a, whereas (1) commutes because it is T'(INA, —) applied to equation (A.3), which is the
induction step. We conclude that (%), is indeed natural in n.

Next, we have to show that a7 is also natural in A. Hence let f : A; — Ay be a
morphism in A. Then we need to show that

MS(H(f7 _)) 00421 = a.*AQ o S(T(Nfa _))
This equality holds if and only it holds for all its components n, i.e., if
MH(f,=)"@ o (a4,)n = (alg,)n o T(Nf,—)"0 (A.4)

holds for each n € w. For n = 0, it reduces to id o 2 = z oid, which indeed holds. We proceed
by induction. Assume that (A.4) holds for n. Consider the following diagram:

T(NAl,(a’Al)n) QA H(A,—)"

T(N Ay, —)"+10 T(NA1, MH(A, -)"2) 5 MH(Ay, - o

T(NAl,T(Nf,f)nU) (1) T(NAl,]\/[H(f,f)”Q)
T(N A, T(N Ay, —)r0) " AL ) gy ArH (5, —0)  (3) Ny
T(N.ﬂT(NAQa*)nO) (2) T(Nf7 MH(A%*)TL@)

T(N Ay, —)"*+10

—_\n N _\n+1
T(NA2> (QZQ)n) T(NA2’ MH(AZ’ ) g) aAz,H(Az,—)“Z MH(AQ’ ) 9

Here the outer square is just (A.4) for n 4+ 1. Subdiagram (1) commutes because it is
TN(A;,—) acting on equation (A.4) for n, the induction step. Subdiagram (2) because T’
is a bifunctor. Subdiagram (3) commutes by naturality of a. We conclude that (A.4) also
holds for n 4+ 1 and therefore o™ is a natural transformation.

Finally, a simple induction argument shows that every component o is an isomorphism
and therefore o* is a natural isomorphism. []

A.5. Proof of Lemma 4.22.

Proof. For (1), notice 8 can be seen as a natural transformation 5 : H o (Id x Id) = Id o H’,
hence * becomes a natural transformation 8*: H* oId = (Id> —) o (H')*, defined by

(B2 = (2 =2 2)

(Ba)nt1 = (H(A, g A, g

(A, H'(A, —)"g) ZAHA0me, iy —)"+1@> .



Vol. 17:2 LNL-FPC: THE LINEAR/NON-LINEAR FIXPOINT CALCULUS 9:55

Furthermore, we have a natural transformation M3 oa : T o (N x M) = M o H', hence
(MBoa)*:T*o N = (M®>—)o(H')* is a natural transformation defined by

(MBoa))o = (05 M)
(MBoa)i)npr =

(T(NA—)"“O T(NA(53)n)

SaHI (A, g
_—

T(NA,MH'(A, —)"2) MH'(A, —)"+1@> .
where § = M o a. We have to show that we have (Mf o )% = M % o a. Base case:
(MBoa)y)o=z= Midg) oz = M(53)o o (a%)o-

Assume as an induction hypothesis that (Mg o «)%), = (MB% o a’)n, and consider the
following diagram.

T(NA,—)"*10 T(NA,—)"*10

T(NA, (o)) S T(NA, (MB o a)3)n)

(NA, M(B%)n)

(2)
(@nsr|  T(NAMH(A, -)"2)—

T(NA,MH' (A, —)"2)

QA H(A—)"2 (3) QA H (A,—)" o
MH(A, (B4)n)

MH(A, —)"g

MPBa A —yo

M(BZ)nJrl
MH'(A,—)""g
Here (1) commutes, because it is T(N A, —) applied to the induction hypothesis, (2) commutes

by definition of o, (3) commutes by naturality of a, and (4) commutes by definition of 37%.
The outer right column of the diagram equals by definition ((M S o )% )ny1. It follows that

(MpBoa)y)nt1 = (MB4oak)ntt,

which concludes the proof of the first statement.
For the second statement, base case:

(((Q@ xId)oT(y x M))E)o =2 (Definition of (—)%)
=2ZzZo0 ido
= (agr)o o (T™vE)o (Definition of (—)* and T™)

For the induction step, assume that (((Q x Id) o T'(y x M))5)n = (agp)n © (T"VE)n. Using
the induction hypothesis, then ((a(Q x Id) o T'(y X M))%;)n+1 is given by the composition of



9:56 BEerT LINDENHOVIUS, MICHAEL MISLOVE, AND VLADIMIR ZAMDZHIEV Vol. 17:2

the right and top sides of the diagram:

T(PE, (T"vg)n) T(PE, (O‘Z)E)n)

T(PE,—)"*10 T(PE,T(NQE,—)"0) T(PE,MH(QE,~)"®)
(2)

T(ve, T(NQE,—)"0) T(ve, MH(QE, -)"2)

()

(T*YE)n+1

T(NQE, (a*QE)n) T(NQE7 MH(QE7_)n®)

3)

X(QE,H(QE,~)"2)

(OCZ;E)WH»I

MH(QE,—)""g
Triangle (1) commutes by definition of 7 and the Godement product:
(T*YE)nt1 = T(ye, =) " = T(yg, =) * T(yp, =)™ = T(ve, T(NQE, =)"0) o T(PE, (T*vE)).

Square (2) commutes by bifunctoriality of 7" and (3) commutes by definition of a*. []

A.6. Proof of Lemma 4.25.

Proof. The two compositions are natural transformations of w-diagrams in D, so we prove
this by induction on n € w. We first note that if A is taken to be trivial, then 7% = S(T)
and H* = S(H). Recall that S(T)(n) = T"0, and S(H)(n) = H"@. Let t79 : 0 — T0
and 1gy : @ — H@ be the unique initial maps. Then we have (s), = T™(it¢) and
(s),, = H"(tyg). Then o : T* = MH* : w — D is a natural transformation given by:

ap = (0 =M @)
Tar n
gy = (T"+10 —n TMH" 222, MH”“@) :

In order to check that the diagram of natural transformations commutes, we first consider
the 0-component as a basis step. Then we have to show that

(Msf oa*)g = (ax S(H)oTa*os?).
Since the object S(T")(0) that is the source of both sides of the last equality is the initial
object 0, it follows that the last equality indeed holds. Next, as an induction hypothesis, we
assume that the n-component of the diagram commutes, hence

(Msf oa*), = (ax S(H)oTa* osT),, (A.5)

and we aim to show that the (n + 1)-component commutes as well. Note that

(ax S(H)oTa*os"), = (axS(H)),oTalosl = as(mym) © Tay, 0 sk

n

=apgngoTa)osl =ak osl

hence (A.5) becomes
Msfl ook =as, osh. (A.6)
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Consider now the following diagram:

*
an+1

(1)

o, QH" g
Tn+10 TMH"Z MHnJrl@
sna1 = Tsy, (2) TMsH (3) MsH | = MHsH?
+2 n+1 n+2
420 —— e TM ™ o o M 20

Here the outside of the diagram is exactly the identity we aim to show, namely the (n + 1)-
component. (1) commutes by definition of o} ,;, (2) commutes, since this is 7" applied to
equation (A.6), and finally (3) commutes since « is natural. []

A.7. Proof of Theorem 5.4.

Proof. Using |SP82, Theorem 2|, we get the following implications:
1) = B) <= (1)=(2) < (5.
To finish the proof we will show (2) = (3), which is stated in a slightly weaker form in the
same paper (but its proof is the same).
Assume p is a colimiting cocone of D in C,. Let v : D — B be a colimiting cocone of D

in C. Since (1) = (3) and (1) = (2) it follows that:

1. Each v; is an embedding, (v; o ?); is an increasing sequence and \/, v; o v? = idp;

2. v is a colimiting cocone of D in C..

Therefore, ;1 and v are isomorphic as cocones and therefore there exists an isomorphism
h: B — A, such that pu; = h ov;. Therefore y; is an embedding (for every i) and for i < j,
we have:
wiops =hov;ovs oh® ghoyjoy;off:,ujolu;

so that (u; o p?); forms an increasing sequence and:

\/mou;:\/howoyi'oh°:ho (\/l/iou;) oh® =hoidgoh™ =idy. ]

A.8. Proof of Theorem 6.2.
Proof. By induction on the derivation of © - P. Let |©| = n. The case © - O, is given by:
[OF 6o FX" =Tlj0 FX" = Fpe o Il; = Fpe 0 (O F ©y).
So that a® 9 = id, as required. The case © F!A is given by:
[OHAJo Fy" =lco[OF AJo Fi" = Fpe 0 Gpe o [© F A] 0 FX" = Fpe 0 (O HLA)

So that a®™'4 = id, as required.
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The case © - P © @ is given by:

[OFPOQ]oFy" =0co0([0F P],[0FQ]) 0 F" (Definition)
=0co([O0F PloF" [O0F Qo FX")
= Oco (Fpeo (OF P), Fpe o (O F Q) (1H)
= ©c 0 (Fpe X Fpe) o ((O F P), (©F Q)
= FpeoGpeo (O F P), (©FQ)) (Theorem 5.20)
=Fpeo(OFPOQ) (Definition)

Reading off the morphism, we get a® 799 = gre((@ F P), (O F Q)) 0 ©(a® T, a®"?), as
required.
The case © - uX.P is given by:

[©F pX.P]o Fx" [0, X F P]lo F"

Fpeo (0, X F P)T  (Theorem 4.18)
Fheo (O F uX.P)

OFuX.P _ (o®XFP)

e 1

Reading off the morphism, we get « t, as required. []

A.9. Proof of Lemma 6.5.

Proof. For (1): Essentially the same as [Fio94, Lemma C.0.3].
For (2): By induction on the derivation of ©, X - P. Let |0 = n.
Case ©, X - 0;:

so that 'y@F@i[R/X] = id, as required.
Case ©, X + X:

(©F X[R/X]) = (©F R) =1 0 (Id, (O  R)) = (0, X F X)) o (Id, (© - R))

so that 4O XIR/X] = id, as required.
Case ©, X HA:

(6 HAIR/X]) = (© HI(A[R/X]))
= Gpeo[OF AR/X]] 0 FX"

=Gpeo[0,X F AJo(Id,[O© F R]) o F, " (Lemma 6.5 (1))
= Gpeo [0, X F Al o (" [O F R] o FX)
= Gpe o [0, X F AJ o (Fe", Fpe 0 (© F R)) (Theorem 6.2)

= Gpe o [0, X AJo Fi"™V o (1d, (O + R))
= (0, X HA)o(Id, (O + R))

so that 4O/ X = G, [0, X - A] (Fpe", a®ry,
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Case ©, X FPOQ:

©F (PoQ)IR/X])=(0F P[R/X]©QR/X])
= Epe © ((© = P[R/X]), (© F Q[R/X]))
2 [y 0 ((©, X - P) o (Id, (© - R)), (0, X - Q) o (Id, (O - R))) (IH)
= Bpe 0 ((
(

0,XFP),(©,XFQ)) o (d(©F R))
XFPOQ)o(d, (©F R))

so that yOF(POQR/X] — Bpe<,y@l—P[R/X]’,YG))—Q[R/X]>.
Case ©, X F pY.P:

(© F uY.P[R/X))

©,Y - P[R/X])!

>~ ((0,Y,X F P)o (Id,(0,Y + R)))' (IH and Remark 4.24)
(©,X,Y F P) o swap, g0 (Id, (0©,Y F R[))) (Lemma 6.3 (2))

(©,X,Y - P)o(ld,(0,Y F R), I, 1))

Do

)

0,X,Y F P)o(Id, (O - R) o drop, g, IT,41))’ (Lemma 6.4 (2))
(©,X,Y + P) o ((Id, (6 - R)) x Id))!
X, Y +P)To(d, (6 F R)) (Proposition 4.14)
X F uY.P)o(Id, (O F R))

=
(
((
(
((
(
©
©

t yOFHY-PIR/X] — (4O.YFPIR/X])E,

so tha 0%
For (3): Let |©] =n and let Z := (Z1,...,2,) € Ob(C,") be an arbitrary object. We
shall prove the equivalent statement

Fpe,.)/@l—P[R/X] o a@l—P[R/X] _ a@,X}—P<Id7 (](__) - RD> o [[®7X - P]]<Fp><en7 @l—R>'

We do so by induction on the derivation of ©, X + P.
Case ©, X - O;:

(Fpefye'_@i[R/X} 1o (JZ@F@Z[R/X])Z'

idp(z)
= (@®*"9(1d, (O - R)) o [0, X I &;(F", a® ) -

Case ©, X - X:

(Fpe,YGI—X[R/X] o a@)—X[R/X})Z _ ang

= (a9 X(1d, (O F R)) o [0, X F X|(Fx", a®™1)) -

pe >
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Case ©, X FHA:

Fpe,Y@F!A[R/X] o a@l—!A[R/X] — Fpere[[@;X - A]] <Fp>én,a@}—R> oid

=1.[0, X - A[(F)", o)

pe >

= [0, X HIAN(EX", a®F)

pe >

=ido [0, X HAJ(EX" o By

pe

= @XM (14, (O F R)) o [0, X HIAJ(FX", a®F).

pe >
Case 0, X FPOQ:
Let |O] =n and let Z := (Z1,...,Z,) € Ob(C}") be an arbitrary object. Then the Z

OFP[R/X]

component of is a morphism

vg T e PIR/XNZ — (0, X + P)(1d, (O - R))Z
hence we obtain from Theorem 5.20:
Q'—Q[R/X]) o BP°

Z (©-P[R/ X)) Z (©FQ[R/X|) Z

Fre (v
O+P[R/X]

_ ppe
- BQG,XFPD<Id,0@kRD>Z,Q@,XFQ[)(Id,(]@kR[))Z' © ( el 7 Oe Fpe

hence we find
Fpe @ (yO7FIRIX] OQUE/X) 6 gre((0 + PR/ X)), (O + Q[R/X]))
=0P(O,X F P)o(ld,(© F R)), (0, X F Q) o(Id, (© F R)))o
Oe <Fp676kP[R/X},pr@kQ[R/Xb

= BP((©,X  P), (0, X F Q)){Id, (O F R)) 0 ®c(Fpery® PIE/X] [, AOFQIE/XTy (A7)

Then, surpressing superscripts to improve readability:

OFP[R/X
OFPIR/X)

OrQLR/X]y
Z

9

Fpey oo
= Fpe Blpe (7,7) © 87((© = P[R/X]), (O F Q[R/X])) © O, @)
= A0, X = P), (0, X = Q))(Id, (O F R) 0 Oc(Fpe, Fpe) 0 Ocfv; @)
= A0, X = P), (0, X = Q))(Id, (O F R)) 0 ©c(Fpey © v, Fpey © @)
=pPO,X F P),(0,X FQ))d, (© F R))o
Oe <a<Id, (OFR))o[O0,X F P(F, a),a(ld, (© F R))o [0, X + Q(F," a>>

pe pe

= Br¢((0,X  P), (0, X F Q)){Id, (© F R))o
@c (a(ld, (© F R)),a(Id, (O F R))) 0 ([0, X b PI(F", a), [0, X F QI(F", a))

pe pe

= AP((0, X F P), (0, X F Q))(Id, (© F R)) 0 ®cla, a)(Id, (O F R))o
O ([0, X = P[, [0, X = QI)(Fe", o)

pe

= (BP°((0, X F P), (0, X Q) 0 ®c(a,)) (Id, (© F R))o
e ([0, X F P], [0, X F QINFX™, «)
(

pe

=a(d, (O F R))o[0,X F P o QIEFX", a)

pe >
where the first and the last equalities are by definition, the second equality is (A.7), the
third and the fifth equalities are by functoriality of ®, the fourth equality is the induction



Vol. 17:2 LNL-FPC: THE LINEAR/NON-LINEAR FIXPOINT CALCULUS 9:61

hypothesis, and the penultimate equality follows from (poo) K = pK oo K for any composable
functor K and natural transformations p and o.
Case ©, X - uY.P:
Fpe,YQI—MY.P[R/X} o0 O HY-PIR/X]

— (@Y PRI o (@Y FPIR/X))E (Definition)
= (Fpey@YTPIR/X] o o O YEPIR/X]YT (Lemma 4.23 (1))
= (@®Y*P(1d,(6,Y F R)) o [0,Y, X F PJ(F !, oY i) (IH)
= (a@’X’Ykpswapn’()(Id, (©,Y - R))o

[0, X,Y + Plswap, o(F"t, a®YFRT (Lemma 6.3)

= (a9%YTP L, 10, (O,Y - R), 410

[[@7 X, Y+ P]] <FpeH17 R FpeHm 05®7Y'_R7 FpeHnJr1>)]L

= (@21, (O F R)) x 1d) 0 [0, X, Y F PJ((F",a®F) x Fe))t (Lemma 6.4)
= (a®XYTYId, (O F R)) 0 [0, X,Y F P]N(EX", a7 F) (Lemma 4.23 (2))
= a9 P14, (@ - R)) 0 [0, X F pY.PI(F", o F) (Definition) []

This work is licensed under the Creative Commons Attribution License. To view a copy of this
license, visit https://creativecommons.org/licenses/by/4.0/ or send a letter to Creative
Commons, 171 Second St, Suite 300, San Francisco, CA 94105, USA, or Eisenacher Strasse
2, 10777 Berlin, Germany
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