ABSTRACT. The Bayesian approach to machine learning amounts to computing posterior distributions of random variables from a probabilistic model of how the variables are related (that is, a prior distribution) and a set of observations of variables. There is a trend in machine learning towards expressing Bayesian models as probabilistic programs. As a foundation for this kind of programming, we propose a core functional calculus with primitives for sampling prior distributions and observing variables. We define measure-transformer combinators inspired by theorems in measure theory, and use these to give a rigorous semantics to our core calculus. The original features of our semantics include its support for discrete, continuous, and hybrid measures, and, in particular, for observations of zero-probability events. We compile our core language to a small imperative language that is processed by an existing inference engine for factor graphs, which are data structures that enable many efficient inference algorithms. This allows efficient approximate inference of posterior marginal distributions, treating thousands of observations per second for large instances of realistic models.

1. INTRODUCTION

In the past 15 years, statistical machine learning has unified many seemingly unrelated methods through the Bayesian paradigm. With a solid understanding of the theoretical foundations, advances in algorithms for inference, and numerous applications, the Bayesian paradigm is now the state of the art for learning from data. The theme of this paper is the idea of expressing Bayesian models as probabilistic programs, which was pioneered by BUGS [14] and is recently gaining in popularity.
witness the following list of probabilistic programming languages: AutoBayes [50], Alchemy [11], Blaise [7], BLOG [36], Church [15], Csoft [52], FACTORIE [32], Figaro [44], HANSEI [24], HBC [10], IBAL [42], \( \lambda_c \) [41], Probabilistic cc [18], PFP [12], and Probabilistic Scheme [45].

In particular, we draw inspiration from Csoft [52], an imperative language where programs denote factor graphs [28], data structures that support efficient inference algorithms [25]. Csoft is the native language of Infer.NET [37], a software library for Bayesian reasoning. This paper gives an alternative probabilistic semantics to languages with features similar to those of Csoft.

*Bayesian Models as Probabilistic Expressions.* Consider a simplified form of TrueSkill [19], a large-scale online system for ranking computer gamers. There is a population of players, each assumed to have a skill, which is a real number that cannot be directly observed. We observe skills only indirectly via a series of matches. The problem is to infer the skills of players given the outcomes of the matches. Here is a concrete example: Alice, Bob, and Cyd are new players. In a tournament of three games, Alice beats Bob, Bob beats Cyd, and Alice beats Cyd. What are their skills? In a Bayesian setting, we represent our uncertain knowledge of the skills as continuous probability distributions. The following probabilistic expression models the situation by generating probability distributions for the players’ skills, given three played games (observations).

```// prior distributions, the hypothesis
let skill() = random(Gaussian(10.0,20.0))
let Alice,Bob,Cyd = skill(),skill(),skill()
// observe the evidence
let performance player = random(Gaussian(player,1.0))
observe(performance Alice > performance Bob) //Alice beats Bob
observe(performance Bob > performance Cyd) //Bob beats Cyd
observe(performance Alice > performance Cyd) //Alice beats Cyd
// return the skills
Alice,Bob,Cyd
```

A run of this expression goes as follows. We sample the skills of the three players from the prior distribution \( \text{Gaussian}(10.0,20.0) \). Such a distribution can be pictured as a bell curve centred on the mean 10.0, and gradually tailing off at a rate given by the variance, here 20.0. Sampling from such a distribution is a randomized operation that returns a real number, most likely close to the mean. For each match, the run continues by sampling an individual performance for each of the two players. Each performance is centred on the skill of a player, with low variance, making the performance closely correlated with but not identical to the skill. We then observe that the winner’s performance is greater than the loser’s. An observation `observe M` always returns (), but represents a constraint that \( M \) must be true. A whole run is valid if all encountered observations are true. The run terminates by returning the three skills.

A classic computational method to compute an approximate posterior distribution of each of the skills is Monte Carlo sampling [31]. We run the expression many times, but keep just the valid runs—the ones where the sampled skills and performances are consistent with the observed outcomes. We then compute the means of the resulting skills by applying standard statistical formulas. In the example above, the posterior distribution of the returned skills moves so that the mean of Alice’s skill is greater than Bob’s, which is greater than Cyd’s. To the best of our knowledge, all prior inference techniques for probabilistic languages with continuous distributions, apart from Csoft and
recent versions of IBAL [43], are based on nondeterministic inference using some form of Monte Carlo sampling.

Inference algorithms based on factor graphs [28, 25] are an efficient alternative to Monte Carlo sampling. Factor graphs, used in Csoft, allow deterministic but approximate inference algorithms, which are known to be significantly more efficient than sampling methods, where applicable.

Observations with zero probability arise naturally in Bayesian models. For example, in the model above, a drawn game would be modelled as the performance of two players being observed to be equal. Since the performances are randomly drawn from a continuous distribution, the probability of them actually being equal is zero, so we would not expect to see any valid runs in a Monte Carlo simulation. (To use Monte Carlo methods, one must instead write that the absolute difference between two drawn performances is less than some small $\varepsilon$.) However, our semantics based on measure theory makes sense of such observations. Our semantics is the first for languages with continuous or hybrid distributions, such as Fun or Imp, that are implemented by deterministic inference via factor graphs.

Plan of the Paper. We propose Fun:

- Fun is a functional language for Bayesian models with primitives for probabilistic sampling and observations (Section 2).
- Fun programs have a rigorous probabilistic semantics as measure transformers (Section 3).
- Fun has an efficient implementation: our system compiles Fun to Imp (Section 4), a subset of Csoft, and then relies on Infer.NET (Section 6).
- Fun supports array types and array comprehensions in order to express Bayesian models over large datasets (Section 5).

Our main contribution is a framework for finite measure transformer semantics, which supports discrete measures, continuous measures, and mixtures of the two, and also supports observations of zero probability events.

As a substantial application, we supply measure transformer semantics for Fun and Imp, and use the semantics to verify the translations in our compiler. Theorem 3.3 establishes agreement with the discrete semantics of Section 2 for Bernoulli Fun. Theorem 4.4 establishes the correctness of the compilation from Fun to Imp.

We designed Fun to be a subset of the F# dialect of ML [51], for implementation convenience: F# reflection allows easy access to the abstract syntax of a program. All the examples in the paper have been executed with our system, described in Section 6. We end the paper with a description of related work (Section 7) and some concluding remarks (Section 8).

Appendix A contains proofs omitted from the main body of the paper. The technical report version of our paper [8] includes additional details, including the code of an F# implementation of measure transformers in the discrete case.

2. Bayesian Models as Probabilistic Expressions

We introduce the idea of expressing a probabilistic model as code in a functional language, Fun, with primitives for generating and observing random variables. As an illustration, we first consider a subset, Bernoulli Fun, limited to weighted Boolean choices. We describe in elementary terms an operational semantics for Bernoulli Fun that allows us to compute the conditional probability that the expression yields a given value given that the run was valid.
2.1. Syntax, Informal Semantics, and Bayesian Reading. Expressions are strongly typed, with types \( t, u \) built up from base scalar types \( b \) and pair types. We let \( c \) range over constant data of scalar type, \( n \) over integers, and \( r \) over real numbers. We write \( ty(c) = t \) to mean that constant \( c \) has type \( t \). For each base type \( b \), we define a zero element \( 0_b \) with \( 0_{\text{bool}} = \text{true} \), and let \( 0_{t * u} = (0_t, 0_u) \). We have arithmetic and Boolean operations \( \oplus \) on base types.

Types, Constant Data, and Zero Elements:

| \( b \) ::= \text{bool} | \text{int} | \text{real} |
| \( t, u \ ::= \text{unit} | b | (t * u) |
| \( ty(0) = \text{unit} \quad ty(\text{true}) = ty(\text{false}) = \text{bool} \quad ty(n) = \text{int} \quad ty(r) = \text{real} |
| \( 0_{\text{bool}} = \text{true} \quad 0_{\text{int}} = 0 \quad 0_{\text{real}} = 0.0 |

Signatures of Arithmetic and Logical Operators: \( \otimes: b_1, b_2 \rightarrow b_3 \)

| \&\&, ||, | =: \text{bool, bool} \rightarrow \text{bool} | >,: \text{int, int} \rightarrow \text{bool} |
| +, -, *, %: \text{int, int} \rightarrow \text{int} | >: \text{real, real} \rightarrow \text{bool} | +, -, *: \text{real, real} \rightarrow \text{real} |

We have several standard probability distributions as primitive: \( D: t \rightarrow u \) takes parameters in \( t \) and yields a random value in \( u \). The names \( x_i \) below only document the meaning of the parameters.

Signatures of Distributions: \( D: (x_1: b_1 * \cdots * x_n: b_n) \rightarrow b \)

- \( \text{Bernoulli}: (\text{success: real}) \rightarrow \text{bool} \)
- \( \text{Binomial}: (\text{trials: int} * \text{success: real}) \rightarrow \text{int} \)
- \( \text{Poisson}: (\text{rate: real}) \rightarrow \text{int} \)
- \( \text{DiscreteUniform}: (\text{max: int}) \rightarrow \text{int} \)
- \( \text{Gaussian}: (\text{mean: real} * \text{variance: real}) \rightarrow \text{real} \)
- \( \text{Beta}: (a: \text{real} * b: \text{real}) \rightarrow \text{real} \)
- \( \text{Gamma}: (\text{shape: real} * \text{scale: real}) \rightarrow \text{real} \)

The expressions and values of Fun are below. Expressions are in a limited syntax akin to A-normal form, with let-expressions for sequential composition.

Fun: Values and Expressions

| \( V ::= x | c | (V,V) \) | \text{value} |
| \( M,N ::= \) | \text{expression} |
| \( V \) | \text{value} |
| \( V_1 \otimes V_2 \) | arithmetic or logical operator |
| \( V.1 \) | left projection from pair |
| \( V.2 \) | right projection from pair |
| \text{if} \( V \text{ then} \) \( M_1 \text{ else} \) \( M_2 \) | conditional |
| \text{let} \( x = M \text{ in} \) \( N \) | let (scope of \( x \) is \( N \)) |
| \text{random} \( (D(V)) \) | primitive distribution |
| \text{observe} \( V \) | observation |

In the discrete case, Fun has a standard sampling semantics (cf. [41]); the formal semantics for the general case comes later. A run of a closed expression \( M \) is the process of evaluating \( M \) to a value. The evaluation of most expressions is standard, apart from sampling and observation.

To run \( \text{random} \ (D(V)) \), where \( V = (c_1, \ldots, c_n) \), choose a value \( c \) at random from the distribution \( D(c_1, \ldots, c_n) \) (independently from earlier random choices) and return \( c \).
To run \texttt{observe} \( V \), always return \( () \). We say the observation is \textit{valid} if and only if the value \( V \) is some zero element \( 0_b \).

Due to the presence of sampling, different runs of the same expression may yield more than one value, with differing probabilities. Let a run be \textit{valid} so long as every encountered observation is valid. The sampling semantics of an expression is the conditional probability of returning a particular value, given a valid run. Intuitively, Boolean observations are akin to assume statements in assertion-based program specifications, where runs of a program are ignored if an assumed formula is false.

\textbf{Example: Two Coins, Not Both Tails}

\begin{verbatim}
let heads1 = random (Bernoulli(0.5)) in
let heads2 = random (Bernoulli(0.5)) in
let u = observe (heads1 || heads2) in
(heads1, heads2)
\end{verbatim}

The subexpression \texttt{random (Bernoulli(0.5))} generates \texttt{true} or \texttt{false} with equal likelihood. The whole expression has four distinct runs, each with probability \( \frac{1}{4} \), corresponding to the possible combinations of Booleans \texttt{heads1} and \texttt{heads2}. All these runs are valid, apart from the one where \texttt{heads1 = false} and \texttt{heads2 = false} (representing two tails), since \texttt{observe(false||false)} is not a valid observation. The sampling semantics of this expression is a probability distribution assigning probability \( \frac{1}{3} \) to the values \( \texttt{(true,false)}, \texttt{(false,true)}, \texttt{and (true,true)} \), but probability 0 to the value \( \texttt{(false,false)} \).

The sampling semantics allows us to interpret an expression as a Bayesian model. We interpret the distribution of possible return values as the \textit{prior probability} of the model. The constraints on valid runs induced by observations represent new evidence or training data. The conditional probability of a value given a valid run is the \textit{posterior probability}: an adjustment of the prior probability given the evidence or training data.

Thus, the expression above can be read as a Bayesian model of the problem: \textit{I toss two coins. I observe that not both are tails. What is the probability of each outcome?} The uniform distribution of two Booleans represents our prior knowledge about two coins, the \texttt{observe} expression represents the evidence that not both are tails, and the overall sampling semantics is the posterior probability of two coins given this evidence.

Next, we define syntactic conventions and a type system for \texttt{Fun}, define a formal semantics for the discrete subset of \texttt{Fun}, and describe further examples. Our discrete semantics is a warm up before Section 3. There we deploy measure theory to give a semantics to our full language, which allows both discrete and continuous prior distributions.

\subsection{Syntactic Conventions and Monomorphic Typing Rules}

We recite our standard syntactic conventions and typing rules.

We identify phrases of syntax \( \phi \) (such as values and expressions) up to consistent renaming of bound variables (such as \( x \) in a \texttt{let}-expression). Let \( \text{fv}(\phi) \) be the set of variables occurring free in phrase \( \phi \). Let \( \phi \{ \psi/x \} \) be the outcome of substituting phrase \( \psi \) for each free occurrence of variable \( x \) in phrase \( \phi \). To keep our core calculus small, we treat function definitions as macros with call-by-value semantics. In particular, in examples, we write first-order non-recursive function definitions in the form \( \texttt{let} \ f \ x_1 \ldots x_n = M, \) and we allow function applications \( f \ M_1 \ldots M_n \) as expressions. We consider such a function application as being a shorthand for the expression \( \texttt{let} x_1 = M_1 \texttt{in} \ldots \texttt{let} x_n = M_n \texttt{in} M, \) where the bound variables \( x_1, \ldots, x_n \) do not occur free in \( M_1, \ldots, \)
\(M_n\). We allow expressions to be used in place of values, via insertion of suitable let-expressions. For example, \((M_1,M_2)\) stands for let \(x_1 = M_1\) in let \(x_2 = M_2\) in \((x_1,x_2)\), and \(M_1 \otimes M_2\) stands for let \(x_1 = M_1\) in let \(x_2 = M_2\) in \(x_1 \otimes x_2\), when either \(M_1\) or \(M_2\) or both is not a value. Let \(M_1; M_2\) stand for let \(x = M_1\) in \(M_2\) where \(x \notin \text{fv}(M_2)\). The notation \(t = t_1 \cdots t_n\) for tuple types means the following: when \(n = 0\), \(t = \text{unit}\); when \(n = 1\), \(t = t_1\); and when \(n > 1\), \(t = t_1 \cdots (t_2 \cdots t_n)\). In listings, we rely on syntactic abbreviations available in F\#, such as layout conventions (to suppress \textbf{in} keywords) and writing tuples as \(M_1, \ldots, M_n\) without enclosing parentheses.

Let a \textbf{typing environment}, \(\Gamma\), be a list of the form \(\varepsilon, x_1 : t_1, \ldots, x_n : t_n\); we say \(\Gamma\) is \textit{well-formed} and write \(\Gamma \vdash \phi\) to mean that the variables \(x_i\) are pairwise distinct. Let \(\text{dom}(\Gamma) = \{x_1, \ldots, x_n\}\) if \(\Gamma = \varepsilon, x_1 : t_1, \ldots, x_n : t_n\). We sometimes use the notation \(\vec{x} : \vec{t}\) for \(\Gamma = \varepsilon, x_1 : t_1, \ldots, x_n : t_n\) where \(\vec{x} = x_1, \ldots, x_n\) and \(\vec{t} = t_1, \ldots, t_n\).

**Typing Rules for Fun Expressions:** \(\Gamma \vdash M : t\)

- **(Fun Var)** \(\Gamma \vdash \phi \quad (x : t) \in \Gamma \quad \Gamma \vdash x : t\)
- **(Fun Const)** \(\Gamma \vdash c : \text{ty}(c)\)
- **(Fun Pair)** \(\Gamma \vdash V : t_1 \quad \Gamma \vdash V : t_2 \quad \Gamma \vdash (V_1, V_2) : t_1 \cdot t_2\)
- **(Fun Proj1)** \(\Gamma \vdash V : t_1 \cdot t_2 \quad \Gamma \vdash V.1 : t_1\)
- **(Fun Proj2)** \(\Gamma \vdash V : t_1 \cdot t_2 \quad \Gamma \vdash V.2 : t_2\)
- **(Fun If)** \(\Gamma \vdash V : \text{bool} \quad \Gamma \vdash M_1 : t \quad \Gamma \vdash M_2 : t \quad \Gamma \vdash \text{if } V \text{ then } M_1 \text{ else } M_2 : t\)
- **(Fun Let)** \(\Gamma, x : t_1 \vdash M_1 : t_2 \quad \Gamma \vdash \text{let } x = M_1 \text{ in } M_2 : t_2\)
- **(Fun Random)** \(\Gamma \vdash D : (x_1 : b_1 \cdots x_n : b_n) \rightarrow b \quad \Gamma \vdash V : (b_1 \cdots b_n) \quad \Gamma \vdash \text{random } (D(V)) : b\)
- **(Fun Observe)** \(\Gamma \vdash V : b \quad \Gamma \vdash \text{observe } V : \text{unit}\)

**Lemma 2.1.** If \(\Gamma, x : t, \Gamma' \vdash M : t'\) and \(\Gamma \vdash V : t\) then \(\Gamma, \Gamma' \vdash M \{V/x\} : t'\).

**Proof.** By induction on the derivation of \(\Gamma, x : t, \Gamma' \vdash M : t'\). \(\square\)

**Lemma 2.2.** If \(\Gamma \vdash M : t\) then \(\Gamma \vdash \phi\).

**Proof.** By induction on the derivation of \(\Gamma \vdash M : T\). \(\square\)

**Lemma 2.3** (Unique Types). If \(\Gamma \vdash M : t\) and \(\Gamma \vdash M : t'\) then \(t = t'\).

**Proof.** By induction on the structure of \(M\). The proof needs that the result types of the signatures of overloaded binary operators and of distributions are determined by the argument types. \(\square\)

2.3. **Formal Semantics for Bernoulli Fun.** Let Bernoulli Fun be the fragment of our calculus where every random expression takes the form \(\text{random } (\text{Bernoulli}(c))\) for some real \(c \in (0, 1)\), that is, a weighted Boolean choice returning \textbf{true} with random \(\text{Bernoulli}(c)\), and \textbf{false} with probability \(1 - c\). We show that a closed well-typed expression \(M\) induces conditional probabilities \(P_M \{\text{value } = V \mid \text{valid}\}\), the probability that the value of a valid run of \(M\) is \(V\).
For this calculus, we inductively define an operational semantics, $M \rightarrow^p M'$, meaning that expression $M$ takes a step to $M'$ with probability $p$.

**Reduction Relation: $M \rightarrow^p M'$ where $p \in (0, 1]$**

$V_1 \otimes V_2 \rightarrow^1 \otimes (c_1, c_2)$
$(V_1, V_2).1 \rightarrow^1 V_1$
$(V_1, V_2).2 \rightarrow^1 V_2$
if true then $M_1$ else $M_2 \rightarrow^1 M_1$
if false then $M_1$ else $M_2 \rightarrow^1 M_2$
let $x = V$ in $M \rightarrow^1 M \{V/x\}$
$\mathcal{R}[M] \rightarrow^p \mathcal{R}[M']$ if $M \rightarrow^p M'$ for reduction context $\mathcal{R}$ given by
$\mathcal{R} ::= [] \mid \text{let } x = \mathcal{R} \text{ in } M$
random (Bernoulli($c$)) $\rightarrow^\varepsilon$ true
random (Bernoulli($c$)) $\rightarrow^{1-c}$ false
observe $V \rightarrow^1 ()$

Since there is no recursion or unbounded iteration in Bernoulli Fun, there are no non-terminating reduction sequences $M_1 \rightarrow^{p_1} \cdots M_n \rightarrow^{p_n} \cdots$

Moreover, we can prove standard preservation and progress lemmas.

**Lemma 2.4 (Preservation).** If $\Gamma \vdash M : t$ and $M \rightarrow^p M'$ then $\Gamma \vdash M' : t$.

**Proof.** By induction on the derivation of $M \rightarrow^p M'$. □

**Lemma 2.5 (Progress).** If $\varepsilon \vdash M : t$ and $M$ is not a value then there are $p$ and $M'$ such that $M \rightarrow^p M'$.

**Proof.** By induction on the structure of $M$. □

**Lemma 2.6 (Determinism).** If $M \rightarrow^p M'$ and $M \rightarrow^{p'} M'$ then $p = p'$.

**Proof.** By induction on the structure of $M$. □

**Lemma 2.7 (Probability).** If $\varepsilon \vdash M : t$ then $\Sigma_{(p,N)\mid M\rightarrow^p N} p = 1$.

**Proof.** By induction on the structure of $M$. □

We consider a fixed expression $M$ such that $\varepsilon \vdash M : t$.

Let the space $\Omega$ be the set of all runs of $M$, where a run is a sequence $\omega = (M_1, \ldots, M_{n+1})$ for $n \geq 0$ and $p_1, \ldots, p_n$ such that $M = M_0 \rightarrow^{p_1} \cdots \rightarrow^{p_n} M_{n+1} = V$; we define the functions $\text{value}(\omega) = V$ and $\text{prob}(\omega) = 1 p_1 \cdots p_n$, and we define the predicate $\text{valid}(\omega)$ to hold if and only if whenever $M_j = \mathcal{R}[\text{observe } V]$ then $V = 0_b$ for some zero element $0_b$. Since $M$ is well-typed, is normalizing, and samples only from Bernoulli distributions, $\Omega$ is finite.

Let $\alpha, \beta \subseteq \Omega$ range over events, and let probability $P_M[\alpha] = \Sigma_{\omega \in \alpha} \text{prob}(\omega)$. Below, we write $P[\cdot]$ for $P_M[\cdot]$ when $M$ is clear from the context.

**Proposition 2.8.** The function $P[\alpha]$ forms a probability distribution, that is, (1) we have $P[\alpha] \geq 0$ for all $\alpha$, (2) $P[\emptyset] = 1$, and (3) $P[\alpha \cup \beta] = P[\alpha] + P[\beta]$ if $\alpha \cap \beta = \emptyset$.

**Proof.** Item (1) follows from the fact that $p \geq 0$ whenever $M \rightarrow^p N$. Item (2) follows from Lemma 2.7, Lemma 2.4, and termination. Item (3) is immediate from the definition. □
To give the semantics of our expression $M$ we first define the following probabilities and events. Given a value $V$, $\text{value} = V$ is the event $\text{value}^{-1}(V) = \{ \omega \mid \text{value}(\omega) = V \}$. Hence, $P[\text{value} = V]$ is the prior probability that a run of $M$ terminates with $V$. We let the event $\text{valid} = \{ \omega \in \Omega \mid \text{valid}(\omega) \}$; hence, $P[\text{valid}]$ is the probability that a run is valid.

If $P[\beta] \neq 0$, the conditional probability of $\alpha$ given $\beta$ is

$$P[\alpha \mid \beta] \triangleq \frac{P[\alpha \cap \beta]}{P[\beta]}$$

The semantics of a program $M$ is given by the conditional probability distribution

$$P_M[\text{value} = V \mid \text{valid}] = \frac{P_M[(\text{value}^{-1}(V)) \cap \text{valid}]}{P_M[\text{valid}]}$$

the conditional probability that a run of $M$ returns $V$ given a valid run, also known as the posterior probability.

The conditional probability $P_M[\text{value} = V \mid \text{valid}]$ is only defined when $P_M[\text{valid}]$ is not zero. For pathological choices of $M$ such as observe false or let $x = 3$ in observe $x$ there are no valid runs, so $P[\text{valid}] = 0$, and $P[\text{value} = V \mid \text{valid}]$ is undefined. (This is an occasional problem in practice; Bayesian inference engines such as Infer.NET fail in this situation with a zero-probability exception.)

2.4. An Example in Bernoulli Fun. The expression below encodes the question: 1% of a population have a disease. 80% of subjects with the disease test positive, and 9.6% without the disease also test positive. If a subject is positive, what are the odds they have the disease? [54]

**Epidemiology: Odds of Disease Given Positive Test**

```plaintext
let has_disease = random (Bernoulli(0.01))
let positive_result = if has_disease
    then random (Bernoulli(0.8))
    else random (Bernoulli(0.096))
observe positive_result
has_disease
```

For this expression, we have $\Omega = \{ \omega_t, \omega_f, \omega_{tf}, \omega_{ff} \}$ where each run $\omega_{1,2}$ corresponds to the choice $\text{has\_disease} = c_1$ and $\text{positive\_result} = c_2$. The probability of each run is:

- $\text{prob}(\omega_t) = 0.01 \times 0.8 = 0.008$ (true positive)
- $\text{prob}(\omega_f) = 0.01 \times 0.2 = 0.002$ (false negative)
- $\text{prob}(\omega_{tf}) = 0.99 \times 0.096 = 0.09504$ (false positive)
- $\text{prob}(\omega_{ff}) = 0.99 \times 0.904 = 0.89496$ (true negative)

The semantics $P[\text{value} = \text{true} \mid \text{valid}]$ here is the conditional probability of having the disease, given that the test is positive.

Here $P[\text{valid}] = \text{prob}(\omega_{tf}) + \text{prob}(\omega_t)$ and $P[\text{value} = \text{true} \cap \text{valid}] = \text{prob}(\omega_t)$, so we have $P[\text{value} = \text{true} \mid \text{valid}] = 0.008/(0.008 + 0.09504) = 0.07764$. So the likelihood of disease given a positive test is just 7.8%, less than one might think.

This example illustrates inference on an explicit enumeration of the runs in $\Omega$. The size of $\Omega$ is exponential in the number of random expressions, so although illustrative, this style of inference does not scale up. As we explain in Section 4, our implementation strategy is to translate Fun
expressions to the input language of an existing inference engine based on factor graphs, permitting efficient approximate inference.

3. Semantics as Measure Transformers

We cannot generalize the operational semantics of the previous section to continuous distributions, such as \( \text{random} \left( \text{Gaussian}(1, 1) \right) \), since the probability of any particular sample is zero. A further difficulty is the need to observe events with probability zero, a common situation in machine learning. For example, consider the naive Bayesian classifier, a common, simple probabilistic model. In the training phase, it is given objects together with their classes and the values of their pertinent features. Below, we show the training for a single feature: the weight of the object. The zero probability events are weight measurements, assumed to be normally distributed around the class mean. The outcome of the training is the posterior weight distributions for the different classes.

**Naive Bayesian Classifier, Single Feature Training:**

```plaintext
let wPrior() = random (Gaussian(0.5,1.0))
let Glass,Watch,Plate = wPrior(),wPrior(),wPrior()
let weight objClass objWeight = observe (objWeight − (random (Gaussian(objClass,1.0))))
weight Glass .18; weight Glass .21
weight Watch .11; weight Watch .073
weight Plate .23; weight Plate .45
Watch, Glass, Plate
```

Above, the call to `weight Glass .18` modifies the distribution of the variable `Glass`. The example uses `observe (x − y)` to denote that the difference between the weights \( x \) and \( y \) is 0. The reason for not instead writing \( x = y \) is that conditioning on events of zero probability without specifying the random variable they are drawn from is not in general well-defined, cf. Borel’s paradox [21]. To avoid this issue, we instead observe the random variable \( x − y \) of type `real`, at the value 0. (Our compiler does permit the expression `observe (x = y)`, as sugar for `observe (x − y)`).

To give a formal semantics to such observations, as well as to mixtures of continuous and discrete distributions, we turn to measure theory, following standard sources [6, 48]. Two basic concepts are measurable spaces and measures. A measurable space is a set of values equipped with a \( \sigma \)-algebra of measurable sets; these measurable sets generalize the events of discrete probability. A measure is a function that assigns a positive size to each measurable set; finite measures, which assign a finite size to each measurable set, generalize probability distributions.

We work in the usual mathematical metalanguage of sets and total functions. To machine-check our theory, one might build on a recent formalization of measure theory and Lebesgue integration in higher-order logic [35].

3.1. Types as Measurable Spaces. In the remainder of the paper, we let \( \Omega \) range over sets of possible outcomes; in our semantics \( \Omega \) will range over \( \mathbb{B} = \{ \text{true}, \text{false} \} \), \( \mathbb{Z} \), \( \mathbb{R} \), and finite Cartesian products of these sets. A \( \sigma \)-algebra over \( \Omega \) is a set \( M \subseteq \mathcal{P}(\Omega) \) which (1) contains \( \emptyset \) and \( \Omega \), and (2) is closed under complement and countable union and intersection. A measurable space is a pair \((\Omega, M)\) where \( M \) is a \( \sigma \)-algebra over \( \Omega \); the elements of \( M \) are called measurable sets. We use the notation \( \mathcal{F}_\Omega(S) \), when \( S \subseteq \mathcal{P}(\Omega) \), for the smallest \( \sigma \)-algebra over \( \Omega \) that is a superset of \( S \); we may omit \( \Omega \) when it is clear from context. Given two measurable spaces \((\Omega_1, M_1)\) and \((\Omega_2, M_2)\), we
can compute their product as \((\Omega_1, M_1) \times (\Omega_2, M_2) \triangleq (\Omega_1 \times \Omega_2, \mathcal{O}_{\Omega_1 \times \Omega_2}, \{A \times B \mid A \in M_1, B \in M_2\})\). If \((\Omega, M)\) and \((\Omega', M')\) are measurable spaces, then the function \(f : \Omega \to \Omega'\) is measurable if and only if for all \(A \in M', f^{-1}(A) \in M\), where the inverse image \(f^{-1} : \mathcal{P}(\Omega') \to \mathcal{P}(\Omega)\) is given by \(f^{-1}(A) \triangleq \{\omega \in \Omega \mid f(\omega) \in A\}\). We write \(f^{-1}(x)\) for \(f^{-1}\{\{x\}\}\) when \(x \in \Omega'\).

We give each first-order type \(t\) an interpretation as a measurable space \(\mathcal{T}[[t]] \triangleq (\mathcal{V}_t, M_t)\) below. We identify closed values of type \(t\) with elements of \(\mathcal{V}_t\), and write \(\emptyset\) for \(\emptyset\), the unit value.

### Semantics of Types as Measurable Spaces:

- \(\mathcal{T}[\text{unit}] = (\{\}\), \{\{\}, \emptyset\})
- \(\mathcal{T}[\text{bool}] = (\mathcal{B}, \mathcal{P}(\mathcal{B}))\)
- \(\mathcal{T}[\text{int}] = (\mathbb{Z}, \mathcal{P}(\mathbb{Z}))\)
- \(\mathcal{T}[\text{real}] = (\mathbb{R}, \sigma_{\mathbb{R}}(\{[a,b] \mid a, b \in \mathbb{R}\}))\)

The set \(\sigma_{\mathbb{R}}(\{[a,b] \mid a, b \in \mathbb{R}\})\) in the definition of \(\mathcal{T}[\text{real}]\) is the Borel \(\sigma\)-algebra on the real line, which is the smallest \(\sigma\)-algebra containing all closed (and open) intervals. Below, we write \(f : t \to u\) to denote that \(f : \mathcal{V}_t \to \mathcal{V}_u\) is measurable, that is, that \(f^{-1}(B) \in M_t\) for all \(B \in M_u\).

#### 3.2. Finite Measures

A measure \(\mu\) on a measurable space \((\Omega, M)\) is a function \(M \to \mathbb{R}^+ \cup \{\infty\}\) that is countably additive, that is, \(\mu(\emptyset) = 0\) and if the sets \(A_0, A_1, \ldots \in M\) are pairwise disjoint, then \(\mu(\bigcup A_i) = \sum_i \mu(A_i)\). We write \(|\mu| \triangleq \mu(\Omega)\). A finite measure \(\mu\) is a measure \(\mu\) satisfying \(|\mu| \neq \infty\); a \(\sigma\)-finite measure \(\mu\) is a measure such that \(\Omega = A_0 \cup A_1 \cup \ldots\) with \(\mu(A_i) \neq \infty\). All the measures we consider in this paper are \(\sigma\)-finite.

Let \(M\) be the set of finite measures on the measurable space \(\mathcal{T}[[t]]\). Additionally, a finite measure \(\mu\) on \((\Omega, M)\) is a probability measure when \(|\mu| = 1\). We do not restrict \(M\) to just probability measures, although one can obtain a probability measure from a non-zero finite measure by normalizing with \(1/|\mu|\). We make use of the following constructions on measures.

- Given a function \(f : t \to u\) and a measure \(\mu \in M\), there is a measure \(\mu f^{-1} \in M\) given by \((\mu f^{-1})(B) \triangleq \mu(f^{-1}(B))\).
- Given a finite measure \(\mu\) and a measurable set \(B\), we let \(\mu|_B(A) \triangleq \mu(A \cap B)\) be the restriction of \(\mu\) to \(B\).
- We can add two measures on the same set as \((\mu_1 + \mu_2)(A) \triangleq \mu_1(A) + \mu_2(A)\).
- We can multiply a measure by a positive constant as \((r \cdot \mu)(A) \triangleq r \cdot \mu(A)\).
- The (independent) product \((\mu_1 \times \mu_2)\) of two \(\sigma\)-finite measures is also definable [6, Sec. 18], and satisfies \((\mu_1 \times \mu_2)(A \times B) = \mu_1(A) \cdot \mu_2(B)\).
- If \(\mu_i\) is a measure on \(t_i\) for \(i \in \{1,2\}\), we let the disjoint sum \(\mu_1 \oplus \mu_2\) be the measure on \(t_1 + t_2\) defined as \(A_1 \oplus A_2 \mapsto \mu_1(A_1) + \mu_2(A_2)\).
- Given a measure \(\mu\) on the measurable space \(\mathcal{T}[[t]]\), a measurable set \(A \in M\) and a function \(f : t \to \text{real}\), we write \(\int_A f d\mu\) or equivalently \(\int_A f(x) d\mu(x)\) for standard (Lebesgue) integration. This integration is always well-defined if \(\mu\) is finite and \(f\) is non-negative and bounded from above.
- Given \(t\), we let \(\lambda_t\) be the “standard” measure on \(\mathcal{T}[[t]]\) built from independent products and disjoint sums of the Lebesgue measure on \(\text{real}\) and the counting measure on discrete \(b\). We often omit \(t\) when it is clear from the context. (We also use \(\lambda\)-notation for functions, but we trust any ambiguity is easily resolved.)
- Given a measure \(\mu\) on a measurable space \(\mathcal{T}[[t]]\) we call a function \(\mu : t \to \text{real}\) a density for \(\mu\) iff \(\mu(A) = \int_A \mu d\lambda\) for all \(A \in M\).
**Standard Distributions.** Given a closed well-typed Fun expression \( \texttt{random} \) \((D(V))\) of base type \( b \), we define a corresponding finite measure \( \mu_{D(V)} \) on measurable space \( \mathcal{T}[b] \), via its density \( D(V) = \mu_{D(V)} \). In the discrete case, we first define the probability mass function, written \( D(V) c \), and then define the measure \( \mu_{D(V)} \) as a summation.

**Masses \( D(V) c \) and Measures \( \mu_{D(V)} \) for Discrete Probability Distributions:**

<table>
<thead>
<tr>
<th>Bernoulli ((p))</th>
<th>( \texttt{true} ) if ( 0 \leq p \leq 1 ), ( 0 ) otherwise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli ((p))</td>
<td>( \texttt{false} ) if ( 0 \leq p \leq 1 ), ( 0 ) otherwise</td>
</tr>
<tr>
<td>Binomial ((n, p))</td>
<td>( i \triangleq \binom{i}{n} p^i / n! ) if ( 0 \leq p \leq 1 ), ( 0 ) otherwise</td>
</tr>
<tr>
<td>DiscreteUniform ((m))</td>
<td>( i \triangleq 1 / m ) if ( 0 \leq i &lt; m ), ( 0 ) otherwise</td>
</tr>
<tr>
<td>Poisson ((l))</td>
<td>( n \triangleq e^{-l} l^m / m! ) if ( l, n \geq 0 ), ( 0 ) otherwise</td>
</tr>
<tr>
<td>( \mu_{D(V)}(A) )</td>
<td>( \sum_i D(V) c_i ) if ( A = \bigcup_i {c_i} ) for pairwise disjoint ( c_i )</td>
</tr>
</tbody>
</table>

In the continuous case, we first define the probability density function \( D(V) r \) and then define the measure \( \mu_{D(V)} \) as an integral. Below, we write \( G \) for the standard Gamma function, which on naturals \( n \) satisfies \( G(n) = (n-1)! \).

**Densities \( D(V) r \) and Measures \( \mu_{D(V)} \) for Continuous Probability Distributions:**

| Gaussian \((m, v)\) | \( r \triangleq e^{-(r^2-m^2)/2v} / \sqrt{2\pi v} \) if \( v > 0 \), \( 0 \) otherwise |
| Gamma \((s, p)\) | \( r \triangleq r^{s-1} e^{-r/p} p^s / G(s) \) if \( r, s, p > 0 \), \( 0 \) otherwise |
| Beta \((a, b)\) | \( r \triangleq r^{a-1} (1-r)^{b-1} G(a+b) / (G(a)G(b)) \) if \( a, b > 0 \) and \( 0 \leq r \leq 1 \), \( 0 \) otherwise |
| \( \mu_{D(V)}(A) \) | \( \int_A D(V) d\lambda \) where \( \lambda \) is the Lebesgue measure on \( \mathbb{R} \) |

The Dirac \( \delta \) measure is defined on the measurable space \( \mathcal{T}[b] \) for each base type \( b \), and is given by \( \delta_c(A) \triangleq 1 \) if \( c \in A \), \( 0 \) otherwise.

**Conditional density.** The notion of density can be generalized as follows, yielding an unnormalized counterpart to conditional probability. Given a measurable function \( p : t \to u \), we consider two families of events on \( t \). Firstly, events \( E_c \triangleq \{x \in V_t \mid p(x) = c\} \) where \( c \) ranges over \( V_u \). Secondly, rectangles \( R_d \triangleq \{x \in V_t \mid x \leq d\} \) where \( d \) ranges over \( V_t \) and \( \leq \) is the coordinate-wise partial order (that on pair types satisfies \( (a, b) \leq (c, d) \) iff \( a \leq c \) and \( b \leq d \), that on \( \texttt{int} \) and \( \texttt{real} \) is the standard ordering, and that only relates equal booleans).

Given a finite measure \( \mu \) on \( \mathcal{T}[t] \) and \( c \in V_u \), we let \( F_c : t \to \mathbb{R} \) be defined by the limit below (following [13])

\[
F_c(d) \triangleq \lim_{i \to \infty} \mu(R_d \cap p^{-1}(B_i))/\lambda_u(B_i)
\]

if the limit exists and is the same for all sequences \( \{B_i\} \) of closed sets converging regularly to \( c \). On points \( d \) where no unique limit exists, we let

\[
F_c(d) \triangleq \inf \{F_c(d') \mid d \leq d' \land d \neq d' \land F_c(d') \text{ defined}\}
\]

where we let \( \inf \emptyset \triangleq \infty \). If \( F_c \) is bounded, we define \( \mathcal{D}\mu[\cdot \mid p = c] \in \mathbb{R} \) (the \( \mu \)-density at \( E_c \)) as the finite measure on \( \mathcal{T}[t] \) with (unnormalized) cumulative distribution function \( F_c \), that is, \( \mathcal{D}\mu[R_d \mid p = c] = F_c(d) \). (If \( F_c \) is not bounded, it is not the distribution function of a finite measure.)

As examples of this definition, when \( u \) is discrete we have that \( \mathcal{D}\mu[A \mid p = c] = \mu(A \cap \{x \mid p(x) = c\}) \), so discrete density amounts to filtering. In the continuous case, if \( V_t = \mathbb{R} \times \mathbb{R}^k \), \( p = \)
\(\lambda(x,y).(x - c)\) and \(\mu\) has a continuous density \(\hat{\mu}\) then

\[
F_c(a, b) = \lim_{t \to \infty} \frac{\mu(R_{(a,b)} \cap p^{-1}(B_t))}{\lambda_{\mathbb{R}}(B_t)} \\
= \lim_{t \to \infty} \frac{\int_{(a,b)} \hat{\mu}(x,y) d\lambda(x,y)}{\lambda_{\mathbb{R}}(B_t)} \\
= \int_{\{(y(x,y) \in R_{(a,b)}\}} \hat{\mu}(c,y) d\lambda_{\mathbb{R}}(y) \quad \text{when } a \neq c \text{ by continuity.}
\]

When \(a = c\) the limit may not be unique, in which case we have

\[
F_c(c, b) = \inf \{F_c(d') \mid (c, b) \leq d'\} \\
= \int_{\{(y(x,y) \in R_{(a,b)}\}} \hat{\mu}(a,y) d\lambda_{\mathbb{R}}(y) \quad \text{by monotonicity of } F_c \text{ and continuity.}
\]

We then get

\[
\mathcal{D}\mu[A]||p = c = \int_{\{(y(x,y) \in A\}} \hat{\mu}(c,y) d\lambda_{\mathbb{R}}(y).
\]

One case when conditional density may not be defined is when the conditioning event is at a discontinuity of the density function: let \(t \in \text{real} \times \text{real}\), \(p(x,y) = x\), and \(\mu(x,y) = 1\) if \(0 \leq x, y \leq 1\), otherwise 0. Then \(F_1(x,y) = 0\) if \(x < 1\) or \(y \leq 0\), and otherwise the limit (3.1) is not unique. Thus \(F_1(1,0) = \infty\), so \(F_1\) is not bounded and \(\mathcal{D}\mu[\cdot||p = 1]\) is undefined. For more examples, see Section 3.5.

There exists a more declarative approach to \(\mathcal{D}\mu\). For \(A \in \mathcal{M}_t\), we let \(\nu_A(B) = \mu(A \cap p^{-1}(B))\); this measure is said to be \textit{absolutely continuous} (wrt. \(\lambda_a\)) if \(\nu_A(B) = 0\) whenever \(\lambda_a(B) = 0\). If \(\mu\) is \textit{outer regular}, i.e. \(\mu(A) = \inf\{\mu(G) \mid A \subset G, G \text{ open}\}\) for all \(A\), and \(\nu_A\) is absolutely continuous, the defining limit (3.1) exists \textit{almost everywhere} [13], that is, there is a set \(C\) with \(\mu(C) = 0\) such that \(c \in C\) if \(F_c(d)\) is undefined. Then, \(\mathcal{D}\mu[A]||p = c\) is a version of the Radon-Nikodym derivative of \(\nu_A(B)\) (wrt. \(\lambda_a\)). For all \(B \in \mathcal{M}_t\), conditional density thus satisfies the equation

\[
\mu(A \cap p^{-1}(B)) = \int_B \mathcal{D}\mu[A]||p = x \ d\lambda_a(x).
\]

The existence of a family of finite measures \(\mathcal{D}\mu[\cdot||p = c]\) on \(\mathcal{T}[[p]]\) satisfying equation (3.3) above is guaranteed in certain situations, e.g., when \(\mu(p^{-1})\) has density \(d\) at \(c\) we may take \(\mathcal{D}\mu\) as a version of the regular conditional probability \(\mu[\cdot||p = c]\) (see for instance [6, Theorem 33.3]) scaled by \(d\). However, if \(\mu(p^{-1}(c)) = 0\) the value of \(\mathcal{D}\mu[A]||p = c\) may not be uniquely defined, since two versions of \(\mathcal{D}\mu[\cdot||p = c]\) may differ on a null set. In order to avoid this ambiguity we have given an explicit construction that works for many useful cases.

3.3. \textbf{Measure Transformers}. We will now recast some standard theorems of measure theory as a library of combinators, that we will later use to give semantics to probabilistic languages. A \textit{measure transformer} is a partial function from finite measures to finite measures. We let \(t \sim u\) be the set of partial functions \(M \mapsto M u\). We use the combinators on measure transformers listed below in the formal semantics of our languages. The definitions of these combinators occupy the remainder of this section. We recall that \(\mu\) denotes a measure and \(A\) a measurable set, of appropriate types.
Measure Transformer Combinators:

- pure \( \in (t \to u) \to (t \sim u) \)
- \( \gg \gg \in (t_1 \sim t_2) \to (t_2 \sim t_3) \to (t_1 \sim t_3) \)
- choose \( \in (t \to \text{bool}) \to (t \sim u) \to (t \sim u) \to (t \sim u) \)
- extend \( \in (t \to \text{M} u) \to (t \sim (t \ast u)) \)
- observe \( \in (t \to b) \to (t \sim t) \)

Lifting a Function to a Measure Transformer. To lift a pure measurable function to a measure transformer, we use the combinator pure \( \in (t \to u) \to (t \sim u) \). Given \( f : t \to u \), we let pure \( f \mu A \triangleq \mu f^{-1}(A) \), where \( \mu \) is a measure on \( \mathcal{T}[u] \) and \( A \) is a measurable set from \( \mathcal{T}[u] \) (cf. [6, Eqn 13.7]).

Sequential Composition of Measure Transformers. To sequentially compose two measure transformers we use standard function composition, defining \( \gg \gg \in (t_1 \sim t_2) \to (t_2 \sim t_3) \to (t_1 \sim t_3) \) as \( T \gg \gg U \triangleq U \circ T \).

Conditional Choice between two Measure Transformers. The combinator choose \( \in (t \to \text{bool}) \to (t \sim u) \to (t \sim u) \to (t \sim u) \) makes a choice between two measure transformers, parametric on a predicate \( p \). Intuitively, choose \( p \ T_f T_F \mu \) first splits \( V_f \) into two sets depending on whether or not \( p \) is true. For each equivalence class, we then run the corresponding measure transformer on \( \mu \) restricted to the class. Finally, the resulting finite measures are added together, yielding a finite measure. If \( p^{-1}(\text{true}) = B \) we let choose \( p \ T_f T_F \mu \ A = T_f(\mu_{|B})(A) + T_F(\mu_{|B \setminus B})(A) \).

Extending Domain of a Measure. The combinator extend \( \in (t \to \text{M} u) \to (t \sim (t \ast u)) \) extends the domain of a measure using a function yielding measures. It is reminiscent of creating a dependent pair, since the distribution of the second component depends on the value of the first. For extend \( m \) to be defined, we require that for every \( A \in \text{M}_u \), the function \( f_A \triangleq \lambda x. m(x)(A) \) is measurable, non-negative and bounded from above. In particular, this holds for all \( A \) if \( m \) is measurable and \( m(x) \) always is a (sub-)probability distribution, which is always the case in our semantics for Fun. We let extend \( m \mu AB \triangleq \int_{V_f} m(x)(\{y \mid (x,y) \in AB\})d\mu(x) \), where we integrate over the first component (call it \( x \)) with respect to the measure \( \mu \), and the integrand is the measure under \( m(x) \) of the set \( \{y \mid (x,y) \in AB\} \) for each \( x \) (cf. [6, Ex. 18.20]).

Observation as a Measure Transformer. The combinator observe \( \in (t \to b) \to (t \sim t) \) conditions a measure over \( \mathcal{T}[t] \) on the event that an indicator function of type \( t \to b \) is zero. Here observation is unnormalized conditioning of a measure on an event. If defined, we let observe \( p \mu A \triangleq \mathcal{D}\mu[A][p = 0] \). As an example, if \( p : t \to \text{bool} \) is a (measurable) predicate on values of type \( t \), we have observe \( p \mu A = \mu(A \cap \{x \mid p(x) = \text{true}\}) \). Notice that observe \( p \mu A \) can be greater than \( \mu(A) \) when \( p : t \to \text{real} \) (cf. the naive Bayesian classifier on page 9), for which reason we cannot restrict ourselves to (sub-)probability measures. For examples, see Equation (3.2) and Section 3.5.
3.4. Measure Transformer Semantics of Fun. In order to give a compositional denotational semantics of Fun programs, we give a semantics to open programs, later to be placed in some closing context. Since observations change the distributions of program variables, we may draw a parallel to while programs. There, a program can be given a denotation as a function from variable valuations to a return value and a variable valuation. Similarly, we give semantics to an open Fun term by mapping a measure over assignments to the term’s free variables to a joint measure of the term’s return value and assignments to its free variables. This choice is a generalization of the (discrete) semantics of pWHILE [4]. This contrasts with Ramsey and Pfeffer [46], where the semantics of an open program takes a variable valuation and returns a (monadic computation yielding a) distribution of return values.

First, we define a data structure for an evaluation environment assigning values to variable names, and corresponding operations. Given an environment \( \Gamma = x_1:t_1, \ldots, x_n:t_n \), we let \( S(\Gamma) \) be the set of states, or finite maps \( s = \{x_1 \mapsto c_1, \ldots, x_n \mapsto c_n\} \) such that for all \( i = 1, \ldots, n \), \( \mathsf{ty}(c_i) = t_i \). We let \( T[S(\Gamma)] = T[\mathsf{unit} \times t_1 \times \cdots \times t_n] \) be the measurable space of states in \( S(\Gamma) \). We define \( \mathsf{dom}(s) \triangleq \{x_1, \ldots, x_n\} \). We define the following operators:

**Auxiliary Operations on States and Pairs:**

<table>
<thead>
<tr>
<th>Operation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>add (x, c)</td>
<td>(s \triangleq s \cup {x \mapsto c}) if (\mathsf{ty}(c) = t) and (x \notin \mathsf{dom}(s)), (s) otherwise.</td>
</tr>
<tr>
<td>lookup (x, s)</td>
<td>(s(x)) if (x \in \mathsf{dom}(s)), (_) otherwise.</td>
</tr>
<tr>
<td>drop (X, s)</td>
<td>({x \mapsto c} \in s \mid x \notin X) (\mathsf{fst}(\langle x, y \rangle) \triangleq x) (\mathsf{snd}(\langle x, y \rangle) \triangleq y)</td>
</tr>
</tbody>
</table>

We write \(s \Downarrow x\) for \(\mathsf{drop}(\mathsf{dom}(s) \setminus X)\) \(s\). We apply these combinators to give a semantics to Fun programs as measure transformers. We assume that all bound variables in a program are different from the free variables and each other. Below, \(\mathcal{V}[V]\) \(s\) gives the valuation of \(V\) in state \(s\), and \(\mathcal{A}[M]\) gives the measure transformer denoted by \(M\).

**Measure Transformer Semantics of Fun:**

\[
\begin{align*}
\mathcal{V}[x] &\triangleq \mathsf{lookup}\ x\ s \\
\mathcal{V}[c] &\triangleq c \\
\mathcal{V}[\langle V_1, V_2 \rangle] &\triangleq \langle \mathcal{V}[V_1] \ s, \mathcal{V}[V_2] \ s \rangle \\
\mathcal{A}[V] &\triangleq \mathsf{pure}\ \lambda.s.\langle s, \mathcal{V}[V] \ s \rangle \\
\mathcal{A}[V_1 \circ V_2] &\triangleq \mathsf{pure}\ \lambda.s.\langle s, \circ(\mathcal{V}[V_1] \ s, \mathcal{V}[V_2] \ s) \rangle \\
\mathcal{A}[V.1] &\triangleq \mathsf{pure}\ \lambda.s.\langle s, \mathsf{fst}(\mathcal{V}[V] \ s) \rangle \\
\mathcal{A}[V.2] &\triangleq \mathsf{pure}\ \lambda.s.\langle s, \mathsf{snd}(\mathcal{V}[V] \ s) \rangle \\
\mathcal{A}[\text{if } V \text{ then } M \text{ else } N] &\triangleq \mathsf{choose}\ (\lambda.s.\mathcal{V}[V] \ s)\ \mathcal{A}[M]\ \mathcal{A}[N] \\
\mathcal{A}[\text{random } (D(V))] &\triangleq \mathsf{extend}\ \lambda.s.\mu_D(\mathcal{V}[V] \ s) \\
\mathcal{A}[\text{observe } V] &\triangleq \mathsf{observe}\ \lambda.s.\mathcal{V}[V] \ s\ \mathsf{>>>} \mathsf{pure}\ \lambda.s.\langle \_\rangle \\
\mathcal{A}[\text{let } x = M \text{ in } N] &\triangleq \mathcal{A}[M] \mathsf{>>>} \mathsf{pure}\ \mathsf{add}\ x \mathsf{>>>} \mathcal{A}[N] \mathsf{>>>} \mathsf{pure}\ \lambda.s.\langle (\mathsf{drop}\ \{x\} \ s), y \rangle
\end{align*}
\]

A value expression \(V\) returns the valuation of \(V\) in the current state, which is left unchanged. Similarly, binary operations and projections have a deterministic meaning given the current state. An if \(V\) expression runs the measure transformer given by the then branch on the states where \(V\) evaluates true, and the transformer given by the else branch on all other states, using the combinator choose. A primitive distribution random \((D(V))\) extends the state measure with a value drawn from the distribution \(D\), with parameters \(V\) depending on the current state. An observation observe \(V\) modifies the current measure by restricting it to states where \(V\) is zero. It is implemented with the observe
combinator, and it always returns the unit value. The expression \textbf{let} \( x = M \) \textbf{in} \( N \) intuitively first runs \( M \) and binds its return value to \( x \) using \texttt{add}. After running \( N \), the binding is discarded using \texttt{drop}.

**Lemma 3.1.** If \( s : S(\Gamma) \) and \( \Gamma \vdash V : t \) then \( \forall V \mapsto s \in V_t \).

**Lemma 3.2.** If \( \Gamma \vdash M : t \) then \( \mathcal{A}[M] \in S(\Gamma) \sim (S(\Gamma) * t) \).

The measure transformer semantics of \texttt{Fun} is hard to use directly, except in the case of Bernoulli \texttt{Fun} where they can be directly implemented: a naive implementation of \texttt{Bernoulli} distribution, in the worst case there are \( 2^N \) paths to be explored in the computation, each of which corresponds to a variable valuation. Our direct implementation of the measure transformer semantics, described in the technical report version of our paper [8], explicitly constructs the valuation. It works fine for small examples but would blow up on large datasets. In this simple case, the measure transformer semantics of closed programs also coincides with the sampling semantics.

**Theorem 3.3.** Suppose \( \epsilon \vdash M : t \) for some \( M \) in Bernoulli \texttt{Fun}. If \( \mu = \mathcal{A}[M] \) \( \delta(\) and \( \epsilon \vdash V : t \) then \( \mathbb{P}^M[\text{value} = V \mid \text{valid}] = \mu(\{((0),V)\})/|\mu| \).

**Proof.** We add a construct to give a semantics to open Bernoulli \texttt{Fun} expressions. Let \( \text{init}(M, \mu) \) stand for \( M \) starting in an initial probability measure \( \mu \) on \( S(\Gamma) \). Let \( \text{init}(M, \mu) \rightarrow^{p_s} M \{v_i/s_i \cdots v_n/s_n \} \) when \( s = \{x_i \mapsto V_i \mid i = 1..n\} \in S(\Gamma) \) and \( p_s = \mu(\{s' \mid s'|v(M) = s|v(M)\}) \). In particular, if \( M \) is closed, then \( \text{init}(M, \delta(\) \)) \rightarrow^1 M \), so \( \text{init}(M, \delta(\) \)) has the same traces as \( M \) but for an additional (valid) initial step.

By induction on the derivation of \( \Gamma \vdash M : t \), we prove that if \( \Gamma \vdash M : t \) and \( \epsilon \vdash V : t \) and \( \mu \in \mathcal{M}(\Gamma) \), then \( \nu(\Gamma) \times \{V\} = \mathbb{P}^N[\text{valid} \cap \text{value} = V] \) and \( \nu(\Gamma) \times V_t = \mathbb{P}^N[\text{valid}] \), where \( \nu = \mathcal{A}[M] \mu \) and \( N = \text{init}(M, \mu) \).

Then, for closed \( M \) we get \( \mathbb{P}^M[\text{value} = V \mid \text{valid}] = \mathbb{P}^M[\text{valid} \cap \text{value} = V] / \mathbb{P}^M[\text{valid}] = \nu(\{((0),V)\}) / \nu(\{0\} \times V_t) \).

**3.5. Discussion of the Semantics.** In this section we discuss some small examples that are illustrative of the semantics of the \texttt{observe} primitive. The first example highlights the difference between discrete observations and observations on continuous types.

The subsequent examples contrast our definition of \texttt{observe} with some alternative definitions. The second example deals with the definition of discrete observations, that is shown to coincide with the filtering semantics of Bernoulli \texttt{Fun}, unlike two alternative semantics. In the third example, we treat continuous observations, showing that distributing an observation into both branches of an if statement yields the same result, in contrast to an alternative semantics of observations as computing (normalized) conditional probability distributions.

In the fourth example, we show an example of model comparison that depends on the unnormalized nature of observations. In the fifth example, we show a well-typed \texttt{Fun} program with an observation (of a derived random variable) that failed to be well-defined in the original semantics of observation.

*Discrete versus continuous observations.* As an example to highlight the difference between continuous and discrete observations, we first consider the following program, which observes that a normally distributed random variable is zero. The resulting distribution of the return value \( x \) is a point mass at 0.0, as expected. The measure of \{0.0\} in this distribution is \texttt{Gaussian}(0.0, 1.0) 0.0 \approx 0.4.
Continuous Observation:

\[
\text{let } x = \text{random } (\text{Gaussian}(0.0, 1.0)) \text{ in let } \_ = \text{observe } x \text{ in } x
\]

The second program instead observes that a Boolean variable is true. This has zero probability of occurring, and since the Boolean type is discrete, the resulting measure is the zero measure.

Discrete Observation:

\[
\text{let } x = \text{random } (\text{Gaussian}(0.0, 1.0)) \text{ in let } b = (x==0.0) \text{ in let } \_ = \text{observe } b \text{ in } x
\]

These examples show the need for observations at \texttt{real} type, as well as at type \texttt{bool}. (This also clearly distinguishes \texttt{observe} from assume in assertional programming.)

Discrete Observations amount to filtering. A consequence of Theorem 3.3 is that our measure transformer semantics is a generalization of the sampling semantics for discrete probabilities. For this theorem to hold, it is critical that \texttt{observe} denotes unnormalized conditioning (filtering). Otherwise programs that perform observations inside the branches of conditional expressions would have undesired semantics. As the following example shows, the two program fragments \texttt{observe (x=y)} and \texttt{if x then observe (y=true) else observe (y=false)} would have different measure transformer semantics although they have the same sampling semantics.

Simple Conditional Expression: \(M_{if}\)

\[
\text{let } x = \text{random } (\text{Bernoulli}(0.5)) \\
\text{let } y = \text{random } (\text{Bernoulli}(0.1)) \\
\text{if } x \text{ then observe } (y=true) \text{ else observe } (y=false) \\
\text{y}
\]

In the sampling semantics, the two valid runs are when \(x\) and \(y\) are both \texttt{true} (with probability 0.05), and both \texttt{false} (with probability 0.45), so we have \(P[\text{true} \mid \text{valid}] = 0.1\) and \(P[\text{false} \mid \text{valid}] = 0.9\).

If, instead of the unnormalized definition \texttt{observe p \(\mu\) A = \(\mu\)(A \cap \{x \mid p(x)\})}, we had either of the normalizing definitions

\[
\text{observe p \(\mu\) A} = \frac{\mu(A \cap \{x \mid p(x)\})}{\mu(\{x \mid p(x)\})}
\]

then \(A[\![M_{if}]]_{\emptyset} \{\text{true}\} = A[\![M_{if}]]_{\emptyset} \{\text{false}\}\), which would invalidate the theorem.

Let \(M' = M_{if}\) with \texttt{observe (x=y)} substituted for the conditional expression. With the actual or either of the flawed definitions of \texttt{observe} we have \(A[\![M']_{\emptyset}]_{\emptyset} \{\text{true}\} = (A[\![M']_{\emptyset}]_{\emptyset} \{\text{false}\}) / 9\).

Continuous Observations are not normalizing. As in the discrete case, continuous observations do not renormalize the resulting measure. In the program below, the variables \(x\) and \(y\) are independent: observing \(x\) at a given value amounts to scaling the measure of \(y\) by some fixed amount.

Simple Continuous Observation: \(M_{obs}\)

\[
\text{let } x = \text{random } (\text{Gaussian}(0.0, 1.0)) \\
\text{let } y = \text{random } (\text{Gaussian}(0.0, 1.0)) \\
\text{observe } (x-1.0) \\
\text{y}
\]
The resulting distribution \( \mu_y \) of \( y \) is the normal distribution, scaled by a factor \( \text{Gaussian}(0.0, 1.0) \) \( \approx 0.24 \). In particular, \( \mu_y(\{y \in \mathbb{R} : y > -1\})/|\mu_y| \approx 0.16 \). Below, we let \( v \) be the joint distribution of \( x \) and \( y \) before the observation.

If we replace the observation by an if statement that performs the same observation in each branch, the resulting distribution is unchanged. Let \( M' = M_{\text{obs}} \) with the conditional expression \( N := \text{if } x+y > 0 \text{ then observe } (x-1.0) \text{ else observe } (x-1.0) \) substituted for \( \text{observe } (x-1.0) \). Let \( A = \{(x,y) \in \mathbb{R}^2 : x+y > 0\} \) and \( B = \mathbb{R}^2 \setminus A \). We have \( \mathcal{A}[N]v = \text{choose } pT T v = T(v|_A) + T(v|_B) \) where \( p = \lambda x, y. (x+y > 0) \) and \( T = \text{observe } \lambda x, \_ (x-1) \). Since the definition of \( \text{observe } \lambda x, \_ (x-1) \mu = \mathcal{D} \mu [-|x=1] \) is linear in \( \mu \) (where defined) and \( v = v|_A + v|_B \), we have \( \mathcal{A}[M_{\text{obs}}] = \mathcal{A}[M'] \).

However, if observations always yielded probability distributions, and if statements reweighted the result of each branch by the probability that that branch was taken, the above equality would not hold. In \( M' \), the branch condition \( x+y > 0 \) is \text{true} with probability 0.5 a priori. This reweighting semantics would after the observation of \( x=1 \) give the same probability to \( 1+y > 0 \) (the left branch being taken) and \( 1+y < 0 \) (the right branch being taken). In contrast, the original program \( M_{\text{obs}} \) yields \( P[1+y < 0] \approx 0.16 \).

\textit{Medical trial.} As another example, let us consider a simple Bayesian evaluation of a medical trial [37]. We assume a trial group of \( n_{\text{trial}} \) persons, of which \( c_{\text{trial}} \) were healthy at the end of the trial, and a control group of \( n_{\text{control}} \) persons, of which \( c_{\text{control}} \) were healthy at the end of the trial. Below, \( \text{Beta}(1.0, 1.0) \) is the uniform distribution on the interval \([0.0, 1.0] \). We return the posterior distributions of the likelihood that a member of the trial group (\( p_{\text{trial}} \)) and a member of the control group (\( p_{\text{control}} \)) is healthy at the end of the trial.

\textbf{Medical Trial:}

```plaintext
let medicalTrial nTrial nControl cTrial cControl =
  let pTrial = random(Beta(1.0, 1.0))
  observe (cTrial == random(Binomial(nTrial,pTrial)));
  let pControl = random(Beta(1.0, 1.0))
  observe (cControl == random(Binomial(nControl,pControl)));
  pTrial, pControl
```

We can then compare this model to one where the treatment is ineffective, that is, where the members of the trial group and the control group have the same probability of becoming healthy. Also here we give a uniform prior to the probability that the treatment is effective; the posterior distribution of this variable will depend on the Bayesian evidence for the different models, that is, the ratio between the probabilities of the observed outcome in the two models. This way of performing model comparison critically depends on the unnormalized nature of discrete observations as filtering.

\textbf{Model Selection:}

```plaintext
let modelSelection nTrial nControl cTrial cControl =
  let pEffective = random(Beta(1.0, 1.0))
  if random(Bernoulli(pEffective)) then
    medicalTrial nTrial nControl cTrial cControl
  ()
```
else
  let pAll = random(Beta(1.0,1.0))
  observe (cTrial == random (Binomial(nTrial,pAll)))
  observe (cControl == random (Binomial(nControl,pAll)))

Observation of Derived Variable. The following example, due to Chung-Chieh Shan, highlighted regularity problems with our original definition of observation [8].

Observation of Derived Variable:

let x = random (Beta(1.0, 1.0)) in let y = x - 0.5 in observe y; x.

Intuitively, this program should yield a point mass at $x=0.5$, $y=0$. In our semantics, if $\mu$ is the measure before the observation (when starting from $\delta(\bigotimes)$) we have

$$F_0(x,y) = \begin{cases} 1 & \text{if } x > 0.5 \text{ and } y > 0 \\ 0 & \text{if } x < 0.5 \text{ or } y < 0 \end{cases}$$

Otherwise, we have $F_0(x,y) = \inf \{ F_0(x',y') \mid x' \geq x \wedge y' \geq y \} = 1$ so $\mathcal{D}\mu[A|y=0] = 1$ iff $(0.5,0) \in A$ and otherwise $0$; in particular we have $\mathcal{D}\mu[x=0.5|y=0] = 1$.

The original definition of observation simply applied the limit of Equation (3.1) to any $A$ (not only to rectangles $R_d greasy$). Then the density of any null set would be $0$, and in particular we would have $\mathcal{D}\mu[x = 0.5|y = 0] = 0$. This would contradict countable additivity, since $|D\mu[\cdot|y = 0]| = 1$ but $D\mu[x_1 \leq |x - 0.5| \leq x_2|y = 0] = 0$ when $0 < x_1 < x_2$.

4. Semantics by Compilation to Csoft

A naive implementation of the measure transformer semantics of the previous section would work directly with measures of states, whose size even in the discrete case could be exponential in the number of variables in scope. For large models, this becomes intractable. In this section, we instead give a semantics to Fun programs by translation to the simple imperative language Imp. We consider Imp to be a sublanguage of Csoft; the Csoft program is then evaluated by Infer.NET by constructing a suitable factor graph [28], whose size will be linear in the size of the program. The implementation advantage of translating F# to Csoft, over simply generating factor graphs directly [32], is that the translation preserves the structure of the input model (including array processing in our full language), which can be exploited by the various inference algorithms supported by Infer.NET.

4.1. Imp: An Imperative Core Calculus. Imp is an imperative language, based on the static single assignment (SSA) intermediate form. It is a sublanguage of Csoft, the input language of Infer.NET [37]. A composite statement $C$ is a sequence of statements, each of which either stores the result of a primitive operation in a location, observes the contents of a location to be zero, or branches on the value of a location. Imp shares the base types $b$ with Fun, but has no tuples.
Syntax of Imp:

\[
\begin{align*}
& l, l', \ldots & \text{location (variable) in global store} \\
& E, F ::= c | l | (l \otimes l) & \text{expression} \\
& I ::= & \text{statement} \\
& l \leftarrow E & \text{assignment} \\
& l \leftarrow D(l_1, \ldots, l_n) & \text{random assignment} \\
& \text{observe}_b l & \text{observation} \\
& \text{if } l \text{ then } C_1 \text{ else } C_2 & \text{conditional} \\
& \text{local } l : b \text{ in } C & \text{local declaration (scope of } l \text{ is } C) \\
& C ::= \textbf{nil} | I | (C; C) & \text{composite statement}
\end{align*}
\]

When making an observation \(\text{observe}_b\), we make explicit the type \(b\) of the observed location. In a local declaration, \(\text{local } l : b \text{ in } C\), the location \(l\) is bound, with scope \(C\). Next, we derive an extended form of \(\text{local}\), which introduces a sequence of local variables.

Extended Form of \(\text{local}\):

\[
\text{local } \Sigma \text{ in } C \triangleq \text{local } l_1 : b_1 \text{ in } \ldots \text{local } l_n : b_n \text{ in } C \quad \text{where } \Sigma = \epsilon, l_1 : b_1, \ldots, l_n : b_n
\]

The typing rules for Imp are standard. We consider Imp typing environments \(\Sigma\) to be a special case of Fun environments \(\Gamma\), where variables (locations) always map to base types. If \(\Sigma = \epsilon, l_1 : b_1, \ldots, l_n : b_n\), we say \(\Sigma\) is well-formed and write \(\Sigma \vdash o\) to mean that the locations \(l_i\) are pairwise distinct. The judgment \(\Sigma \vdash E : b\) means that the expression \(E\) has type \(b\) in the environment \(\Sigma\). The judgment \(\Sigma \vdash C : \Sigma'\) means that the composite statement \(C\) is well-typed in the initial environment \(\Sigma\), yielding additional bindings \(\Sigma'\).

Judgments of the Imp Type System:

\[
\begin{align*}
& \Sigma \vdash o & \text{environment } \Sigma \text{ is well-formed} \\
& \Sigma \vdash E : b & \text{in } \Sigma, \text{ expression } E \text{ has type } b \\
& \Sigma \vdash C : \Sigma' & \text{given } \Sigma, \text{ statement } C \text{ assigns to } \Sigma'
\end{align*}
\]

Typing Rules for Imp Expressions and Commands:

\[
\begin{align*}
& \text{IMP CONST} & & \text{IMP LOC} & & \text{IMP OP} \\
& \Sigma \vdash o & & \Sigma \vdash \ell : (l : b) \in \Sigma & & \Sigma \vdash l_1 : b_1 & & \Sigma \vdash l_2 : b_2 & & \Sigma \vdash \ell : b_1 \otimes b_1, b_2 \rightarrow b_3 \\
& \Sigma \vdash c : \text{ty}(c) & & \Sigma \vdash l : b & & \Sigma \vdash l_1 \otimes l_2 : b_3 \\
& \text{IMP ASSIGN} & & \text{IMP RANDOM} \\
& \Sigma \vdash E : b & l \notin \text{dom}(\Sigma) & \Sigma \vdash \ell \leftarrow E : (\epsilon, l : b) & \text{D}(x_1 : b_1, \ldots, x_n : b_n) \rightarrow b & l \notin \text{dom}(\Sigma) & \Sigma \vdash \ell \leftarrow \ell : b_1 & \cdots & \Sigma \vdash \ell : b_n \\
& & & \Sigma \vdash \ell : \text{D}(l_1, \ldots, l_n) : (\epsilon, l : b) \\
& \text{IMP OBEERVE} & & \text{IMP SEQ} & & \text{IMP NIL} \\
& \Sigma \vdash l : b & \Sigma \vdash C_1 : \Sigma' & \Sigma, \Sigma' \vdash C_2 : \Sigma'' & \Sigma \vdash o & \Sigma \vdash \text{nil} : \epsilon \\
& \Sigma \vdash \text{observe}_b l : \epsilon & \Sigma \vdash C_1 : \Sigma' & \Sigma \vdash C_2 : \Sigma' & \Sigma \vdash C : \Sigma' & (l : b) \in \Sigma' \\
& \text{IMP IF} & & \text{IMP LOCAL} \\
& \Sigma \vdash l : \text{bool} & \Sigma \vdash C_1 : \Sigma' & \Sigma \vdash C_2 : \Sigma' & \Sigma \vdash C : \Sigma' & (l : b) \in \Sigma' \\
& \Sigma \vdash \text{if } l \text{ then } C_1 \text{ else } C_2 : \Sigma' & \Sigma \vdash \text{local } l : b \text{ in } C : \Sigma' \setminus \{l : b\}
\end{align*}
\]
To treat sequences of local variables, we use the shuffle product $\Sigma_1 + \Sigma_2$ of two environments, defined below.

**Typing Rule for Extended Form of local:**

\[
\begin{array}{c c c c c}
(SH \text{ EMP}) & (SH \text{ LEFT}) & (SH \text{ RIGHT}) & (IMP \text{ LOCALS}) \\
\varepsilon \in \varepsilon + \varepsilon & \Sigma \in \Sigma_1 + \Sigma_2 & \Sigma, x : b \vdash \circ & \Sigma \vdash C : \Sigma' \\
(\Sigma, x : b) \in (\Sigma_1, x : b) + \Sigma_2 & (\Sigma, x : b) \in \Sigma_1 + (\Sigma_2, x : b) & (\Sigma, x : b) \in \Sigma_1 + \Sigma' & \Sigma \vdash \text{local} \ \Sigma_1 \ \text{in} \ C : \Sigma'
\end{array}
\]

**Lemma 4.1.**

1. If $\Sigma, \Sigma' \vdash \circ$ then $\text{dom}(\Sigma) \cap \text{dom}(\Sigma') = \emptyset$.
2. If $\Sigma \vdash E : b$ then $\Sigma \vdash \circ$ and $\text{fv}(E) \subseteq \text{dom}(\Sigma)$.
3. If $\Sigma \vdash C : \Sigma'$ then $\Sigma, \Sigma' \vdash \circ$.

**4.2. Measure Transformer Semantics of Imp.** A compound statement $C$ in Imp has a semantics as a measure transformer $\mathcal{I}[C]$ generated from the set of combinators defined in Section 3. An Imp program does not return a value, but is solely a measure transformer on states $S(\Sigma) \sim S(\Sigma, \Sigma')$ (where $\Sigma$ is a special case of $\Gamma$).

**Interpretation of Statements:** $\mathcal{I}[C], \mathcal{I}[I] : S(\Sigma) \sim S(\Sigma, \Sigma')$

\[
\begin{align*}
\mathcal{I}[\text{nil}] & \triangleq \text{pure id} \\
\mathcal{I}[C_1; C_2] & \triangleq \mathcal{I}[C_1] \gg \mathcal{I}[C_2] \\
\mathcal{I}[l \leftarrow c] & \triangleq \text{pure } \lambda s. \text{add} \ l \ (s, c) \\
\mathcal{I}[l \leftarrow l'] & \triangleq \text{pure } \lambda s. \text{add} \ l \ (s, \text{lookup} \ l' \ s) \\
\mathcal{I}[l \leftarrow l_1 \otimes l_2] & \triangleq \text{pure } \lambda s. \text{add} \ l \ (s, \otimes(\text{lookup} \ l_1 \ s, \text{lookup} \ l_2 \ s)) \\
\mathcal{I}[l \leftarrow D(l_1, \ldots, l_n)] & \triangleq \text{extend} \ \lambda s. \text{add} \ l \ (s, D(\text{lookup} \ l_1 \ s, \ldots, \text{lookup} \ l_n \ s)) \gg \text{pure \ (add} \ l) \\
\mathcal{I}[\text{observe}\ l] & \triangleq \text{observe } \lambda s. \text{lookup} \ l \ s \\
\mathcal{I}[\text{if} \ l \ \text{then} \ C_1 \ \text{else} \ C_2] & \triangleq \text{choose} \ (\lambda s. \text{lookup} \ l \ s) \ \mathcal{I}[C_1], \mathcal{I}[C_2] \\
\mathcal{I}[\text{local} \ l : b \ \text{in} \ C] & \triangleq \mathcal{I}[C] \gg \text{pure \ (drop} \ \{l\})
\end{align*}
\]

**Lemma 4.2.** If $\Sigma \vdash C : \Sigma'$ then $\mathcal{A}[M] \in S(\Sigma) \sim S(\Sigma, \Sigma')$.

**Semantics of Extended Form of local:**

\[
\mathcal{I}[\text{local} \ \Sigma \ \text{in} \ C] \triangleq \mathcal{I}[C] \gg \text{pure \ (drop} \ \{\text{dom}(\Sigma)\})
\]

**4.3. Translating from Fun to Imp.** The translation from Fun to Imp is a mostly routine compilation of functional code to imperative code. The main point of interest is that Imp locations only hold values of base type, while Fun variables may hold tuples. We rely on patterns $p$ and layouts $\rho$ to track the Imp locations corresponding to Fun environments.

**Notations for the Translation from Fun to Imp:**

\[
\begin{align*}
p & ::= l \ | \ (p, p) & \text{pattern: group of Imp locations to represent Fun value} \\
\rho & ::= (x_i \mapsto p_i)_{i=1..n} & \text{layout: finite map from Fun variables to patterns} \\
\Sigma \vdash p : t & \text{in environment } \Sigma, \text{ pattern } p \text{ represents Fun value of type } t \\
\Sigma \vdash \rho : \Gamma & \text{in environment } \Sigma, \text{ layout } \rho \text{ represents environment } \Gamma
\end{align*}
\]
\[ \rho \vdash M \Rightarrow C, p \hspace{1cm} \text{given } \rho, \text{ expression } M \text{ translates to } C \text{ and pattern } p \]

**Typing Rules for Patterns** \( \Sigma \vdash p : t \) and **Layouts** \( \Sigma \vdash \rho : \Gamma \):

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(PAT LOC)</td>
<td>( \Sigma \vdash )</td>
</tr>
<tr>
<td>(PAT UNIT)</td>
<td>( \Sigma \vdash )</td>
</tr>
<tr>
<td>(PAT PAIR)</td>
<td>( \Sigma \vdash p_1 : t_1 )</td>
</tr>
<tr>
<td>(PAT PAIR)</td>
<td>( \Sigma \vdash p_2 : t_2 )</td>
</tr>
<tr>
<td>(LAYOUT)</td>
<td>( \text{locs}(\rho) = \text{dom}(\Sigma) )</td>
</tr>
<tr>
<td>((l : t) \in \Sigma )</td>
<td>( \Sigma \vdash l : t )</td>
</tr>
<tr>
<td>( \Sigma \vdash () : \text{unit} )</td>
<td>( \Sigma \vdash (p_1, p_2) : t_1 \ast t_2 )</td>
</tr>
<tr>
<td>( \Sigma \vdash (x : t) )</td>
<td>( \Sigma \vdash \rho(x) : t ) \hspace{1cm} ( \forall (x : t) \in \Gamma )</td>
</tr>
</tbody>
</table>

The rule (PAT LOC) represents values of base type by a single location. The rules (PAT UNIT) and (PAT PAIR) represent products by a pattern for their corresponding components. The rule (LAYOUT) asks that each entry in \( \Gamma \) is assigned a pattern of suitable type by layout \( \rho \).

The translation rules below depend on some additional notations. We say \( p \in \Sigma \) if every location in \( p \) is in \( \Sigma \). Let \( \text{locs}(\rho) = \bigcup \{ \text{fv}(\rho(x)) | x \in \text{dom}(\rho) \} \), and let \( \text{locs}(C) \) be the environment listing the set of locations assigned by a command \( C \).

**Rules for Translation**: \( p \sim p' \) and \( p \leftarrow p' \) and \( p \vdash M \Rightarrow C, p \)

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>() \sim ()</td>
<td>( l \sim l' )</td>
</tr>
<tr>
<td>() \leftarrow () \equiv \text{nil}</td>
<td>( (p_1, p_2) \leftarrow (p'_1, p'_2) \equiv p_1 \leftarrow p'_1; p_2 \leftarrow p'_2 )</td>
</tr>
<tr>
<td>(TRANS VAR)</td>
<td>( \rho \vdash x \Rightarrow \text{nil}, \rho(x) )</td>
</tr>
<tr>
<td>(TRANS CONST)</td>
<td>( \rho \vdash c \Rightarrow (l \leftarrow c), l )</td>
</tr>
<tr>
<td>(TRANS UNIT)</td>
<td>( \rho \vdash () \Rightarrow \text{nil}, () )</td>
</tr>
<tr>
<td>(TRANS OPERATOR)</td>
<td>( \rho \vdash V_1 \Rightarrow C_1, l_1 ) \hspace{1cm} ( \rho \vdash V_2 \Rightarrow C_2, l_2 )</td>
</tr>
<tr>
<td>( l \notin \text{locs}(\rho) \cup \text{locs}(C_1) \cup \text{locs}(C_2) )</td>
<td>( \text{locs}(C_1) \cap \text{locs}(C_2) = \emptyset )</td>
</tr>
<tr>
<td>( \rho \vdash V_1 \otimes V_2 \Rightarrow (C_1; C_2; l \leftarrow l_1 \otimes l_2), l )</td>
<td></td>
</tr>
<tr>
<td>(TRANS PAIR)</td>
<td>( \rho \vdash V_1 \Rightarrow C_1, p_1 ) \hspace{1cm} ( \rho \vdash V_2 \Rightarrow C_2, p_2 )</td>
</tr>
<tr>
<td>( \text{locs}(C_1) \cap \text{locs}(C_2) = \emptyset )</td>
<td>( \rho \vdash (V_1, V_2) \Rightarrow (C_1; C_2), (p_1, p_2) )</td>
</tr>
<tr>
<td>(TRANS PROJ1)</td>
<td>( \rho \vdash V \Rightarrow C_{.}, (p_1, p_2) )</td>
</tr>
<tr>
<td>(TRANS PROJ2)</td>
<td>( \rho \vdash V \Rightarrow C_{.}, (p_1, p_2) )</td>
</tr>
<tr>
<td>( \rho \vdash V.1 \Rightarrow C, p_1 )</td>
<td>( \rho \vdash V.2 \Rightarrow C, p_2 )</td>
</tr>
<tr>
<td>(TRANS IF)</td>
<td>( \rho \vdash V \Rightarrow C_1, l ) \hspace{1cm} ( \text{fv}(p) = \emptyset )</td>
</tr>
<tr>
<td>( \rho \vdash M_2 \Rightarrow C_2, p_2 )</td>
<td>( C_2 = \text{local} ) \hspace{1cm} ( \text{locs}(C_2) ) \hspace{1cm} ( \text{in} ) \hspace{1cm} ( (C_2; p \leftarrow p_2) ) \hspace{1cm} ( p_2 \sim p )</td>
</tr>
<tr>
<td>( \rho \vdash M_3 \Rightarrow C_3, p_3 )</td>
<td>( C_3 = \text{local} ) \hspace{1cm} ( \text{locs}(C_3) ) \hspace{1cm} ( \text{in} ) \hspace{1cm} ( (C_3; p \leftarrow p_3) ) \hspace{1cm} ( p_3 \sim p )</td>
</tr>
<tr>
<td>( \rho \vdash (\text{if } V_1 \text{ then } M_2 \text{ else } M_3) \Rightarrow (C_1; \text{if } l \text{ then } C_2 \text{ else } C_3), p )</td>
<td></td>
</tr>
<tr>
<td>(TRANS OBSERVE)</td>
<td>( \rho \vdash \text{observe } V \Rightarrow (C; \text{observe}_b l), () )</td>
</tr>
<tr>
<td>(TRANS RANDOM)</td>
<td>( \rho \vdash \text{random } (D(V)) \Rightarrow (C; l \leftarrow D(p)), l )</td>
</tr>
</tbody>
</table>
(TRANS LET)
\[ \rho \vdash M_1 \Rightarrow C_1, p \quad x \notin \text{dom}(\rho) \quad \rho \{ x \mapsto p_1 \} \vdash M_2 \Rightarrow C_2, p_2 \]
\[ \rho \vdash \text{let } x = M_1 \text{ in } M_2 \Rightarrow (\text{local } (\text{locs}(C_1) \setminus \text{fv}(p_1)) \text{ in } C_1); C_2, p_2 \]

In general, a Fun term \( M \) translates under a layout \( \rho \) to a series of commands \( C \) and a pattern \( p \). The commands \( C \) mutate the global store so that the locations in \( p \) correspond to the value that \( M \) returns. The simplest example of this is in (TRANS CONST): the constant expression \( c \) translates to an Imp program that writes \( c \) into a fresh location \( l \). The pattern that represents this return value is \( l \) itself.

The (TRANS VAR) and (TRANS UNIT) rules are similar. In both rules, no commands are run. For variables, we look up the pattern in the layout \( \rho \); for unit, we return the unit location. Translation of pairs (TRANS PAIR) builds each of the constituent values and constructs a pair pattern.

More interesting are the projection operators. Consider (TRANS PROJ1); the second projection is translated similarly by (TRANS PROJ2). To find \( V.1 \), we run the commands to generate \( V \), which we know must return a pair pattern \( (p_1, p_2) \). To extract the first element of this pair, we simply need to return \( p_1 \). Not only would it not be easy to isolate and run only the commands to generate the values that go in \( p_1 \), it would be incorrect to do so. For example, the Fun expressions constructing the second element of \( V \) may observe values, and hence have non-local effects.

The translation for conditionals (TRANS IF) is somewhat subtle. First, we run the translated branch condition. The return value of the translated branches is reassigned to a pattern \( p \) of fresh locations: using a shared output pattern allows us to avoid the \( \phi \) nodes common in SSA compilers. We use the Imp derived form where the local variables of the then and else branches of the conditional are restricted. Instead, both branches write to a fresh shared target \( p \), in order to preserve well-typedness (Proposition 4.3).

The rule (TRANS OBSERVE) translates \texttt{observe} by running the commands to generate the value for \( V \) and then observing the pattern. (This pattern \( l \) can only be a location, and not of the form (\( () \) or \( (p_1, p_2) \), as observations are only possible on values of base type.)

The rule (TRANS RANDOM) translates random sampling in much the same way. By \( D(p) \), we mean the flattening of \( p \) into a list of locations and passing it to the distribution constructor \( D \).

Finally, the rule (TRANS LET) translates \texttt{let} statements by running both expressions in sequence. We translate \( M_2 \), the body of the let, with an extended layout, so that \( C_2 \) knows where to find the values written by \( C_1 \), in the pattern \( p_1 \). Here the local variables of the let-bound expression are restricted using \texttt{local}.

**Proposition 4.3.** Suppose \( \Gamma \vdash M : t \) and \( \Sigma \vdash \rho : \Gamma \).

1. There are \( C \) and \( p \) such that \( \rho \vdash M \Rightarrow C, p \).
2. Whenever \( \rho \vdash M \Rightarrow C, p \), there is \( \Sigma' \) such that \( \Sigma \vdash C : \Sigma' \) and \( \Sigma, \Sigma' \vdash p : t \).

**Proof.** By induction on the typing of \( M \) (Appendix A.1).

We define operations \texttt{lift} and \texttt{restrict} to translate between Fun variables \( (S(\Gamma)) \) and Imp locations \( (S(\Sigma)) \).

\[ \text{lift } \rho \triangleq \lambda s. \text{flatten } \{ \rho(x) \mapsto \forall [x] s \mid x \in \text{dom}(\rho) \} \]
\[ \text{restrict } \rho \triangleq \lambda s. \{ x \mapsto \forall [\rho(x)] s \mid x \in \text{dom}(\rho) \} \]

We let \texttt{flatten} take a mapping from patterns to values to a mapping from locations to base values. Given these notations, we state that the compilation of Fun to Imp preserves the measure transformer semantics, modulo a pattern \( p \) that indicates the locations of the various parts of the return value in the typing environment; an environment mapping \( \rho \), which does the same translation for the initial typing environment; and superfluous variables, removed by \texttt{restrict}. 

Theorem 4.4. If $\Gamma \vdash M : t$ and $\Sigma \vdash \rho : \Gamma$ and $\rho \vdash M \Rightarrow C, p$ then:
$A[M] = \text{pure}(\text{lift} \ \rho) \gg> \gg> I[C] \gg> \gg> \text{pure}(\lambda s. (\text{restrict} \ \rho \ s, \forall [p] \ s))$.

Proof. By induction on the typing of $M$ (Appendix A.2).

5. Adding Arrays and Comprehensions

To be useful for machine learning, our language must support large datasets. To this end, we extend Fun and Imp with arrays and comprehensions. We offer three examples, after which we present the formal semantics, which is based on unrolling.

5.1. Comprehension Examples in Fun. Earlier, we tried to estimate the skill levels of three competitors in head-to-head games. Using comprehensions, we can model skill levels for an arbitrary number of players and games:

**TrueSkill:**

```haskell
let trueskill (players:int[]) (results:(bool*int*int)[]) =
  let skills = [for p in players -> random (Gaussian(10.0,20.0))]
  for (w,p1,p2) in results do
    let perf1 = random (Gaussian(skills[p1], 1.0))
    let perf2 = random (Gaussian(skills[p2], 1.0))
    if w //= win?
      then observe (perf1 > perf2) // first player won
    else observe (perf1 = perf2) // draw
  skills
```

First, we create a prior distribution for each player: we assume that skills are normally distributed around 10.0, with variance 20.0. Then we look at each of the results—this is the comprehension. The result of the head-to-head matches is an array of triples: a Boolean and two indexes. If the Boolean is true, then the first index represents the winner and the second represents the loser. If the Boolean is false, then the match was a draw between the two players. The probabilistic program walks over the results, and observes that either the first player’s performance—normally distributed around their skill level—was greater than the second’s performance, or that the two players’ performances were equal. Returning `skills` after these observations allows us to inspect the posterior distributions. Our original example can be modelled with `players = [0; 1; 2]` (IDs for Alice, Bob, and Cyd, respectively) and `results = [(true, 0, 1); (true, 1, 2); (true, 0, 2)]`.

As another example, we can generalize the simple Bayesian classifier of Section 3 to arrays of categories and measurements, as follows:

**Bayesian Inference Over Arrays:**

```haskell
let trainF (catIds:int[]) (trainData:(int*real)[]) fMean fVariance =
  let priors = [for cid in catIds -> random (Gaussian(fMean,fVariance))]
  for (cid,m) in trainData do observe (m - random (Gaussian(priors.[cid],1.0)))
  priors
let catIds:int[] = (* ... *)
let trainingData:(int*real)[] = (* ... *)
```
The function \( \text{trainF} \) is a probabilistic program for training a naive Bayesian classifier on a single feature. Each category of objects—modelled by the array \( \text{catIds} \)—is given a normally distributed prior on the weight of objects in that category; we store these in the \( \text{priors} \) array. Then, for each measurement \( m \) of some object of category \( \text{cid} \) in the \( \text{trainingData} \) array, we observe that \( m \) is normally distributed according to the prior for that category of object. We then return the posterior distributions, which have been appropriately modified by the observed weights. We can train using this model by issuing a command such as \( \text{trainF catIds trainingData 20.0 5.0} \), which runs inference to compute for each category its posterior distribution for this feature.

As a third example, consider the adPredictor component of the Bing search engine, which estimates the click-through rates for particular users on advertisements \[17\]. We describe a probabilistic program that models (a small part of) adPredictor. Without loss of generality, we use only two features to make our prediction: the advertiser’s listing and the phrase used for searching. In the real system, many more (undisclosed) features are used for prediction.

\textbf{adPredictor in F#:}

```fsharp
let readLines filename count line = (* ... *)
[<RegisterArray>]
let imps = (* ... *)
[<ReflectedDefinition>]
let probit b x =
    let y = random (Gaussian(x,1.0))
    observe (b == (y > 0.0))
[<ReflectedDefinition>]
let ad_predictor (listings:int[]) (phrases:int[]) impressions =
    let lws = [for l in listings -> random (Gaussian(0.0,0.33))]
    let pws = [for p in phrases -> random (Gaussian(0.0,0.33))]
    for (clicked,lid,pid) in Array.toList impressions do
        probit clicked (lws.[lid] + pws.[pid])
    lws,pws
```

The \texttt{readLines} function loads data from a file on disk. The data are formatted as newline-separated records of comma-separated values. There are three important values in each record: a field that is 1 if the given impression lead to a click, and a 0 otherwise; a field that is the database ID of the listing shown; a field that is the part of the search phrase that led to the selection of the listing. We preprocess the data in three ways, which are elided in the code above. First, we convert the 1/0-valued Boolean to a \texttt{true/false}-valued Boolean. Second, we normalize the listing IDs so that they begin at 0, that is, so that we can use them as array indexes. Third, we collect unique phrases and assign them fresh, 0-based IDs. We define \texttt{imps}—a list of advertising impressions (a listing ID and a phrase ID) and whether or not the ad was clicked—in terms of this processed data. The \texttt{[<RegisterArray>]} attribute on the definition of \texttt{imps} instructs the compiler to simply evaluate this \texttt{F#} expression, yielding a deterministic constant. Finally, \texttt{ad_predictor} defines the model. We use the \texttt{[<ReflectedDefinition>]} attribute on \texttt{ad_predictor} to mark it as a probabilistic program, which should be compiled and sent to Infer.NET. Suppose we have stored the collated listing and phrase IDs in \texttt{ls} and \texttt{ps}, respectively; we can train on the impressions by calling \texttt{ad_predictor ls ps imps}.
5.2. **Formalizing Arrays and Comprehensions in Fun.** We introduce syntax for arrays in Fun, and give interpretations of this extended syntax in terms of the core languages, essentially by treating arrays as tuples and by unfolding iterations. We work with non-empty zero-indexed arrays of statically known size (representing, for example, statically known experimental data).

There are three array operations: array literals, indexing, and array comprehension. First, let $\mathcal{R}$ be a set of ranges $r$. Ranges allow us to differentiate arrays of different sizes. Moreover, limitations in the implementation of Infer.NET disallow nested iterations on the same range. Here we disallow nested iterations altogether—they are not needed for our examples and they would significantly complicate the formalization. We assign sizes to ranges using the function $|\cdot| : \mathcal{R} \to \mathbb{Z}^+$. In the metalanguage, arrays over range $r$ correspond to tuples of length $|r|$.

**Extended Syntax of Fun:**

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t ::= \cdots \cdot</td>
<td>r</td>
</tr>
<tr>
<td>$M, N ::= \cdots$</td>
<td>expression</td>
</tr>
<tr>
<td>$[V_1; \ldots; V_n]$</td>
<td>array literal</td>
</tr>
<tr>
<td>$V_1 \cdot</td>
<td>V_2</td>
</tr>
<tr>
<td>$\mathbf{for} \ x \ \mathbf{in} \ V \rightarrow M$</td>
<td>comprehension</td>
</tr>
</tbody>
</table>

First, we add arrays as a type: $|r|$ is an array of elements of type $t$ over the range $r$. In the array type $t[|r|]$, we require that the type $t$ contains no array type $t'[|r'|]$, that is, we do not consider nested arrays. Indexing, $V_1 \cdot |V_2|_r$, extracts elements out of an array, where the index $V_2$ is computed modulo the size $|r|$ of the array $V_1$. A comprehension $\mathbf{for} \ x \ \mathbf{in} \ V \rightarrow M$ maps over an array $V$, producing a new array where each element is determined by evaluating $M$ with the corresponding element of array $V$ bound to $x$. To simplify the formalization, we here require that the body $M$ of the comprehension contains neither array literals nor comprehensions. We attach the range to indexing and comprehensions so that the measure transformer semantics can be given simply; the range can be inferred easily, and need not be written by the programmer. We elide the range in our code examples.

We here do not distinguish comprehensions that produce values—like the one that produces skills—and those that do not—like the one that observes player performances according to results. For the sake of efficiency, our implementation does distinguish these two uses. In some of the code examples, we write $\mathbf{for} \ x \ \mathbf{in} \ V \ \mathbf{do} \ M$ to mean $\mathbf{for} \ x \ \mathbf{in} \ V \rightarrow M$. We do so only when $M$ has type $\mathbf{unit}$ and we intend to ignore the result of the expression.

We encode arrays as tuples. For all $n > 0$, we define $\pi_n(M,N)$ with $M : t^n$ and $N : \mathbf{int}$ and if $N\%n = i$ we expect $\pi_n((V_0, \ldots, V_{n-1}), N) = V_i$.

**Derived Types and Expressions for Arrays in Fun:**

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1(M,N) := M$</td>
<td></td>
</tr>
<tr>
<td>$\pi_n(M,N) := \mathbf{if} \ N%n = 0 \ \mathbf{then} \ M.1 \ \mathbf{else} \ \pi_{n-1}(M.2, N-1)$</td>
<td>for $n &gt; 1$</td>
</tr>
<tr>
<td>$t[</td>
<td>r</td>
</tr>
<tr>
<td>$[V_0; \ldots; V_{n-1}] := (V_0, \ldots, V_{n-1})$</td>
<td></td>
</tr>
<tr>
<td>$V_1 \cdot</td>
<td>V_2</td>
</tr>
<tr>
<td>$\mathbf{for} \ x \ \mathbf{in} \ V \rightarrow M := \mathbf{let} \ x_0 = (\mathbf{let} x = \pi_{</td>
<td>r</td>
</tr>
<tr>
<td>$\mathbf{let} y_0 = (\mathbf{let} x = \pi_{</td>
<td>r</td>
</tr>
</tbody>
</table>

where $y_1, \ldots, y_{|r|}$ are fresh for $M$ and $V$. |
Our derived forms for arrays yield programs whose size grows linearly with the data over which they compute—we implement \( V[i]_r \) with \( O(|r|) \) projections. To avoid this problem, our implementation takes advantage of support for arrays in the Infer.NET factor graph library (see Section 5.3).

The static semantics of these new constructs is straightforward; we give the derived rules for (FUN ARRAY), (FUN INDEX), and (FUN FOR). By adding these as derived forms in Fun, we do not need to extend Imp at all. On the other hand, our formalization does not reflect that our implementation preserves the structure of array comprehensions when going to Infer.NET.

### Extended Typing Rules for Fun Expressions: \( \Gamma \vdash M : t \)

<table>
<thead>
<tr>
<th>Rule</th>
<th>pristine rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>(FUN ARRAY)</td>
<td>( \Gamma \vdash V_i : t ) ( \forall i \in 0..n-1 ) ( \Gamma \vdash V_1 : t[r] )</td>
</tr>
<tr>
<td>(FUN INDEX)</td>
<td>( \Gamma \vdash \text{int} ) ( \Gamma \vdash V : t[r] ) ( \Gamma, x : t \vdash M : t' )</td>
</tr>
<tr>
<td>(FUN FOR)</td>
<td>( \Gamma \vdash [V_0; \ldots; V_{n-1}] : t[r_0] ) ( \Gamma \vdash V_1[V_2]_r : t ) ( \Gamma \vdash \text{for } x \text{ in } V \rightarrow M : t'[r] )</td>
</tr>
</tbody>
</table>

The rule (FUN ARRAY) uses the notation \( r_n \) for the concrete range of size \( n \); we assume there is a unique such range for each \( n > 0 \). This rule can be derived using repeated applications of (FUN PAIR). The rule (FUN INDEX) checks that the array \( V_1 \) is non-empty array and the index \( V_2 \) is an integer; the actual index is the value of \( V_2 \) modulo the size of the array, as in the meta-language. We can derive this rule for a given \( n \) by induction on \( n \), using repeated applications of (FUN IF); we use (FUN PROJ1) in the then case and (FUN PROJ2) in the else case. The rule (FUN FOR) requires that the source expression \( V \) is an array, and that the body \( M \) is well-typed assuming a suitable type for \( x \). We can derive (FUN FOR) using repeated applications of (FUN LET), with (FUN PAIR) to type the final result.

### Arrays in Imp.

We now sketch our structure-preserving implementation strategy. We work in a version of Imp with arrays and iteration over ranges, and we extend both the assignment form and expressions to permit array indexing. Inside the body of an iteration over a range, the name of the range can be used as an index.

#### Extended Syntax of Imp:

- \( E ::= \ldots \mid l[l'] \mid l[r] \)  
  expression
- \( I ::= \ldots \mid \)  
  statement
- \( l[r] \leftarrow E \)  
  assignment to array item
- \( \text{for } r \text{ do } C \)  
  iteration over ranges

We require that every occurrence of an index \( r \) is inside an iteration for \( r \) do \( C \). Inside such an iteration, every assignment to an array variable must be at index \( r \). We also extend patterns to include range indexed locations, and write \( (p_1, p_2)[r] \) for \( (p_1[r], p_2[r]) \).

Our compiler translates comprehensions over variables of array type as an iteration over the translation of the body of the comprehension. We add to \( \rho \) the fact that the comprehension variable corresponds to the array variable indexed by the range. We invent a fresh array result pattern \( p'[r] \), and assign the result of the translated body to \( p'[r] \). Finally, we hide the local variables of the translation of the body of the comprehension, in order to avoid clashes in the unrolling semantics of the loop. This compilation corresponds to the rule (TRANS FOR) below. In particular, the sizes of ranges are never needed in our compiler, so compilation is not data dependent.

#### Compilation of comprehensions:
\[(\text{TRANS FOR})\]
\[
\rho\{x \mapsto \rho(z)[r]\} \vdash M \Rightarrow C\ldotp p[r] \sim p' \quad (\text{locs}(\rho) \cup \text{locs}(C)) \cap \text{fv}(p') = \emptyset
\]
\[
\rho \vdash \begin{array}{l}
\text{for } x \in r \quad z \rightarrow M \\
\Rightarrow \text{for } r \text{ do local} \\
\text{locs}(C) \in (C; p'[r] \leftarrow p), p'
\end{array}
\]

6. Implementation Experience

We implemented a compiler from Fun to Imp in F#. We wrote two backends for Imp: an exact inference algorithm based on a direct implementation of measure transformers for discrete measures, and an approximating inference algorithm for continuous measures, using Infer.NET [37]. The translation of Section 4 formalizes our translation of Fun to Imp. Translating Imp to Infer.NET is relatively straightforward, and amounts to a syntax-directed series of calls to Infer.NET’s object-oriented API.

The frontend of our compiler takes (a subset of) actual F# code as its input. To do so, we make use of F#’s reflected definitions, which allow programmatic access to ASTs. This implementation strategy is advantageous in several ways. First, there is no need to design new syntax, or even write a parser. Second, all inputs to our compiler are typed ASTs of well typed F# programs. Third, a single file can contain both ordinary F# code as well as reflected definitions. This allows a single module to both read and process data, and to specify a probabilistic model for inference from the data.

Functions computing array values containing deterministic data are tagged with an attribute RegisterArray, to signal to the compiler that they do not need to be interpreted as Fun programs. Reflected definitions later in the same file are typed with respect to these registered definitions and then run in Infer.NET with the pre-processed data; we further discuss this idea below.

Below follows some statistics on a few of the examples we have implemented. The number of lines of code includes F# code that loads and processes data from disk before loading it into Infer.NET. The times are based on an average of three runs. All of the runs are on a four-core machine with 4GB of RAM. The Naive Bayes program is the naive Bayesian classifier of the earlier examples. The Mixture model is another clustering/classification model. TrueSkill and adPredictor were described earlier. TrueSkill spends the majority of its time (64%) in Infer.NET, performing inference. AdPredictor spends most of the time in pre-processing (58%), and only 40% in inference. The time spent in our compiler is negligible, never more than a few hundred milliseconds.

**Summary of our Basic Test Suite:**

<table>
<thead>
<tr>
<th></th>
<th>LOC</th>
<th>Observations</th>
<th>Variables</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>28</td>
<td>9</td>
<td>3</td>
<td>&lt;1s</td>
</tr>
<tr>
<td>Mixture</td>
<td>33</td>
<td>3</td>
<td>3</td>
<td>&lt;1s</td>
</tr>
<tr>
<td>TrueSkill</td>
<td>68</td>
<td>15,664</td>
<td>84</td>
<td>6s</td>
</tr>
<tr>
<td>adPredictor</td>
<td>78</td>
<td>300,752</td>
<td>299,594</td>
<td>3m30s</td>
</tr>
</tbody>
</table>

In summary, our implementation strategy allowed us to build an effective prototype quickly and easily: the entire compiler is only 2079 lines of F#; the Infer.NET backend is 600 lines; the discrete backend is 252 lines. Our implementation, however, is only a prototype, and has limitations. Our discrete backend is limited to small models using only finite measures. Infer.NET supports only a limited set of operations on specific combinations of probabilistic and deterministic arguments. It would be useful in the future to have an enhanced type system able to detect errors arising from illegal combinations of operators in Infer.NET. The reflected definition facility is somewhat limited in F#. In the adPredictor example on page 24, a call to Array.toList is required because F# does not
reflect definitions that contain comprehensions over arrays—only lists. (The F# to Fun compiler discards this extra call as a no-op, so there is no runtime overhead.)

7. Related Work

Formal Semantics of Probabilistic Languages. There is a long history of formal semantics for probabilistic languages with sampling primitives, often combined with recursive computation. One of the first semantics is for Probabilistic LCF [49], which augments the core functional language LCF with weighted binary choice, for discrete distributions. (Apart from its inclusion of observations, Bernoulli Fun is a first-order terminating form of Probabilistic LCF.) Kozen [27] develops a probabilistic semantics for while-programs augmented with random assignment. He develops two provably equivalent semantics; one more operational, and the other a denotational semantics using partially ordered Banach spaces. Imp is simpler than Kozen’s language, as Imp has no unbounded while-statements, so the semantics of Imp need not deal with non-termination. On the other hand, observations are not present in Kozen’s language, although discrete observations can be encoded using possibly non-terminating while loops.

Jones and Plotkin [22] investigate the probability monad, and apply it to languages with discrete probabilistic choice. Ramsey and Pfeffer [46] give a stochastic $\lambda$-calculus with a measure-theoretic semantics in the probability monad, and provide an embedding within Haskell; they do not consider observations. We can generalize the semantics of $\text{observe}$ to the stochastic $\lambda$-calculus as filtering in the probability monad (yielding what we may call a sub-probability monad), as long as the events that are being observed are discrete. In their notation, we can augment their language with a failure construct defined by $P[\text{fail}]\rho = \mu_0$ where we define $\mu_0(A) = 0$ for all measurable sets $A$. Then, we can define $\text{observe} v = (\text{if } v = \text{true} \text{ then } () \text{ else } \text{fail})$. However, as discussed in Section 3.5, zero-probability observations of real variables do not translate easily to the probability monad, as the following example shows. Let $N$ be an expression denoting a continuous distribution, for example, $\text{random}(\text{Gaussian}(0.0,1.0))$, and let $\text{let } x = \text{observe } x$. Suppose there is a semantics for $[[x]] \{x \mapsto r\}$ for real $r$ in the probability monad. The probability monad semantics of the program $\text{let } x = N \text{ in } f x$ of the stochastic $\lambda$-calculus is $[[N]] \Rightarrow = \lambda y. [[f x]] \{x \mapsto y\}$, which yields the measure $\mu(A) = \int_{\rho}(M[[f x]] \{x \mapsto y\})(A) \, d(M[N])(y)$. Here the probability $M[[f x]] \{x \mapsto y\})(A) = 0$ except when $y = 0$, where it is some real number. Since the $N$-measure of $y = 0$ is zero, the whole integral is zero for all $A$ (in particular $\mu(\mathbb{R}) = 0$), whereas the intended semantics is that $x$ is constrained to be zero with probability 1 (so in particular $\mu(\mathbb{R}) = 1$).

The probabilistic concurrent constraint programming language Probabilistic cc of Gupta, Jagadeesan, and Panangaden [18] is also intended for describing probability distributions using independent sampling and constraints. Our use of observations loosely corresponds to constraints on random variables in Probabilistic cc. In the finite case, Probabilistic cc also relies on a sampling semantics with observation (constraints) denoting filtering. To admit continuous distributions, Probabilistic cc adds general fixpoints and defines the semantics of a program as the limit of finite unrollings of its fixpoints, if defined. This can lead to surprising results, such as that the distribution resulting from observing that two apparently uniform distributions are equal may not itself be uniform. In contrast, we work directly with standard distributions and have a less syntactic semantics of observation that appears to be easier to anticipate.

McIver and Morgan [33] develop a theory of abstraction and refinement for probabilistic while programs, based on weakest preconditions. They reject a subdistribution transformer semantics in order to admit demonic nondeterminism in the language.
We conjecture that Fun and Imp could in principle be conferred semantics within a probabilistic language supporting general recursion, by encoding discrete observations by placing the whole program within a conditional sampling loop, and by encoding Gaussian and other continuous distributions as repeated sampling using recursive functions. Still, dealing with recursion would be a non-trivial development, and would raise issues of computability. Ackerman, Freer, and Roy [2] show the uncomputability of conditional distributions in general, establishing limitations on constructive foundations of probabilistic programming. We chose when formulating the semantics of Fun and Imp to include some distributions as primitive, and to exclude recursion; compared to encodings within probabilistic languages with recursion, this choice has the advantage of compositionality (rather than relying on a global sampling loop) and of admitting a direct (if sometimes approximate) implementation (via message-passing algorithms on factor graphs, with efficient implementations of primitive distributions).

Recent work on semantics of probabilistic programs within interactive theorem provers includes the mechanization of measure theory [20] and Lebesgue integration [35] in HOL, and a framework for proofs of randomized algorithms in Coq [3] which also allows for discrete observations.

Probabilistic Languages for Machine Learning. Koller et al. [26] proposed representing a probability distribution using first-order functional programs with discrete random choice, and proposed an inference algorithm for Bayesian networks and stochastic context-free grammars. Observations happen outside their language, by returning the distributions \( P[A \land B], P[A \land \neg B], P[\neg A] \) which can be used to compute \( P[B \mid A] \). Their work was subsequently developed by Pfeffer into the language IBAL [43], which has observations and uses a factor graph semantics, but only works with discrete datatypes.

Park et al. [41] propose \( \lambda_c \), the first probabilistic language with formal semantics applied to actual machine learning problems involving continuous distributions. The formal basis is sampling functions, which uniformly supports both discrete and continuous probability distributions, and inference is by Monte Carlo importance sampling methods. The calculus \( \lambda_c \) enables conditional sampling via fixpoints and rejection, and its implementation allows discrete observations only.

HANSEI [24, 23] is an embedding of a probabilistic language as a programming library in OCaml, based on explicit manipulation of discrete probability distributions as lists, and sampling algorithms based on coroutines. HANSEI uses an explicit \texttt{fail} statement, which is equivalent to \texttt{observe false} and so cannot be used for conditioning on zero probability events. Infer.NET [37] is a software library that implements the approximate deterministic algorithms expectation propagation [38] and variational message passing [53], as well as Gibbs sampling, a nondeterministic algorithm. Infer.NET models are written in a probabilistic subset of C#, known as Csoft [52]. Csoft allows \texttt{observe} on zero probability events, but does not have a continuous semantics other than as factor graphs and is currently only implemented as an internal language of Infer.NET. This paper gives a higher-level semantics of Csoft (or Imp) programs as distribution transformers.

Although there are many Bayesian modelling languages, Csoft and IBAL are the only previous languages implemented by a compilation to factor graphs. Probabilistic Scheme [45] is a probabilistic form of the untyped functional language Scheme, limited to discrete distributions, and with a construct for reifying the distribution induced by a thunk as a value. Church [15] is another probabilistic form of Scheme, equipped with conditional sampling and a mechanism of stochastic memoization. In MIT-Church, queries are implemented using Markov chain Monte Carlo methods. WinBUGS [39] is a popular implementation of the BUGS language [14] for explicitly describing distributions suitable for MCMC analysis.
FACTORIE [32] is a Scala library for explicitly constructing factor graphs. Blaise [7] is a software library for building MCMC samplers in Java, that supports compositional construction of sophisticated probabilistic models, and decouples the choice of inference algorithm from the specification of the distribution.

A recent paper [16] based on Fun describes a model-learner pattern which captures common probabilistic programming patterns in machine learning, including various sorts of mixture models.

Other Uses of Probabilistic Languages. Probabilistic languages with formal semantics find application in many areas apart from machine learning, including databases [9], model checking [29], differential privacy [34, 47], information flow [30], and cryptography [1]. A recent monograph on semantics for labelled Markov processes [40] focuses on bisimulation-based equational reasoning. The syntax and semantics of Imp is modelled on the probabilistic language pWhile [4] without observations.

Erwig and Kollmansberger [12] describe a library for probabilistic functional programming in Haskell. The library is based on the probability monad, and uses a finite representation suitable for small discrete distributions; the library would not suffice to provide a semantics for Fun or Imp with their continuous and hybrid distributions. Their library has similar functionality to that provided by our combinators for discrete distributions listed in the technical report.

8. Conclusion

We advocate probabilistic functional programming with observations and comprehensions as a modelling language for Bayesian reasoning. We developed a system based on the idea, invented new formal semantics to establish correctness, and evaluated the system on a series of typical inference problems.

Our direct contribution is a rigorous semantics for a probabilistic programming language with zero-probability observations on continuous variables. We have shown that probabilistic functional programs with iteration over arrays, but without the complexities of general recursion, are a concise representation for complex probability distributions arising in machine learning. An implication of our work for the machine learning community is that probabilistic programs can be written directly within an existing declarative language (Fun—a subset of F#), linked by comprehensions to large datasets, and compiled down to lower level Bayesian inference engines.

For the programming language community, our new semantics suggests some novel directions for research. What other primitives are possible—non-generative models, inspection of distributions, on-line inference on data streams? Can we verify the transformations performed by machine learning compilers such as Infer.NET compiler for Csoft? What is the role of type systems for such probabilistic languages? Avoiding (discrete) zero probability exceptions, and ensuring that we only generate Csoft programs suitable for our back-end, are two possibilities, but we expect there are more.
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APPENDIX A. DETAILED PROOFS

Our proofs are structured as follows.
• Appendix A.1 gives a proof of Proposition 4.3.
• Appendix A.2 gives a proof of Theorem 4.4.

A.1. Proof of Proposition 4.3. We begin with a series of lemmas.

Lemma A.1 (Pattern agreement weakening). If \( \Sigma \vdash p : t \) and \( \Sigma, \Sigma' \vdash \cdot \), then \( \Sigma, \Sigma' \vdash p : t \).

Proof. By induction on \( t \).

Lemma A.2 (Expression and statement heap weakening).

(1) If \( \Sigma \vdash E : b \) and \( \Sigma, \Sigma' \vdash \cdot \), then \( \Sigma, \Sigma' \vdash E : b \)

(2) If \( \Sigma \vdash I : \Sigma' \) and \( \Sigma, \Sigma', \Sigma'' \vdash \cdot \), then \( \Sigma, \Sigma'' \vdash I : \Sigma' \)

(3) If \( \Sigma \vdash C : \Sigma' \) and \( \Sigma, \Sigma', \Sigma'' \vdash \cdot \), then \( \Sigma, \Sigma'' \vdash C : \Sigma' \).

Proof. By induction on \( E, I \), and \( C \), respectively.

Lemma A.3 (Pattern agreement uniqueness). If \( \Sigma \vdash p : t \) and \( \Sigma' \vdash p' : t \) then \( p \sim p' \).

Proof. By induction on \( t \).

Lemma A.4 (Pattern creation). If \( \Sigma \vdash p : t \) then there exists \( \Sigma' \) such that \( \Sigma, \Sigma' \vdash \cdot \) and \( \Sigma' \vdash p' : t \) and \( \text{dom}(\Sigma') = \text{fv}(p') \).

Proof. By induction on \( t \), and the assumption that there always exist new, globally fresh locations.

Lemma A.5 (Pattern assignment). If \( \Sigma \vdash p : t \) and \( \Sigma' \vdash p' : t \) and \( \Sigma, \Sigma' \vdash \cdot \), then \( \Sigma \vdash p \leftarrow p : \Sigma'' \), where \( \Sigma'' \subseteq \Sigma' \).

Proof. By induction on \( t \).

- \( (t = \text{unit}) \) Trivial: \( p \leftarrow p = \text{nil} \), so \( \Sigma'' = \emptyset \subseteq \Sigma' \).
- \( (t = \text{bool}) \) \( \Sigma \vdash l : \text{bool} \) and \( \Sigma' \vdash l' : \text{bool} \), so \( l : \text{bool} \in \Sigma \) and \( l' : \text{bool} \in \Sigma' \). So \( l : \text{bool} \vdash l' \leftarrow l' : (l' : \text{bool}) \subseteq \Sigma' \).
- \( (t = \text{int}) \) Similar.
- \( (t = \text{real}) \) Similar.

\( (t = t_1 \ast t_2) \) \( \Sigma \vdash p_1, p_2 : t_1 \ast t_2 \) and \( \Sigma' \vdash p'_1, p'_2 : t_1 \ast t_2 \). Both \( \Sigma \) and \( \Sigma' \) factor into contexts that type \( p_1 \) and \( p_2 \) (resp. \( p'_1 \) and \( p'_2 \)) individually; call them \( \Sigma_1 \) and \( \Sigma_2 \) (resp. \( \Sigma'_1 \) and \( \Sigma'_2 \)). By the IHs, we have \( \Sigma_1 \vdash p'_1 \leftarrow p_1 : \Sigma''_1 \subseteq \Sigma'_1 \) and \( \Sigma_2 \vdash p'_2 \leftarrow p_2 : \Sigma''_2 \subseteq \Sigma'_2 \). We can then see \( \Sigma \vdash p'_1 \leftarrow p_1; p'_2 \leftarrow p_2 : \Sigma''_1, \Sigma''_2 \subseteq \Sigma'_1, \Sigma'_2 \).

The purpose of this subsection is to prove the following.

Restatement of Proposition 4.3 Suppose \( \Gamma \vdash M : t \) and \( \Sigma \vdash \rho : \Gamma \).

(1) There are \( C \) and \( p \) such that \( \rho \vdash M \Rightarrow C, p \).

(2) Whenever \( \rho \vdash M \Rightarrow C, p \), there is \( \Sigma' \) such that \( \Sigma \vdash C : \Sigma' \) and \( \Sigma, \Sigma' \vdash p : t \).

Proof. By induction on the typing of \( M \), leaving \( \Sigma \) and \( \rho \) general.

(FUN VAR) \( \Gamma \vdash x : t \). For (1), we have \( C = \text{nil} \) and \( p = \rho(x) \). For (2), let \( \Sigma' = \varepsilon \). By assumption, \( \Sigma, \Sigma' \vdash \rho(x) : t \) and \( \Sigma \vdash \text{nil} : \Sigma' \) immediately.
(Fun Const) \( \Gamma \vdash c : ty(c) \). For (1), we have:

\[
l \not\in \text{locs}(\rho) \\
ty(c) = b \text{ for some base type } b \\
\rho \vdash c \Rightarrow l \leftarrow c, l
\]

For (2), let \( \Sigma' = l : ty(c) \). We have \( \Sigma, \Sigma' \vdash l : ty(c) \) and \( \Sigma \vdash l \leftarrow c : \Sigma' \).

(Fun Operator) \( \Gamma \vdash V_1 \otimes V_2 : b_3 \), where \( \otimes \) has type \( b_1 \ast b_2 \rightarrow b_3 \). By inversion and the IH:

\[
\Gamma \vdash V_1 : b_1 \\
\rho \vdash V_1 \Rightarrow C_1, l_1 \quad (IH_1) \\
\exists \Sigma_1 \quad (IH_2) \\
\Sigma, \Sigma_1 \vdash l_1 : b_1 \\
\Sigma \vdash C_1 : \Sigma_1 \\
\Gamma \vdash V_2 : b_2 \\
\rho \vdash V_2 \Rightarrow C_2, l_2 \quad (IH_2) \\
\exists \Sigma_2 \quad (IH_2) \\
\Sigma, \Sigma_2 \vdash l_2 : b_2 \\
\Sigma \vdash C_2 : \Sigma_2
\]

We have for (1), by (Trans Operator): \( \rho \vdash V_1 \otimes V_2 \Rightarrow C_1; C_2 ; l \leftarrow l_1 \otimes l_2, l \). Let \( \Sigma' = \Sigma_1, \Sigma_2, l : b_3 \vdash \circ \). By weakening we find for (2): \( \Sigma, \Sigma' \vdash l : b_3 \) and \( \Sigma \vdash C_1; C_2 ; l \leftarrow l_1 \otimes l_2 : \Sigma' \).

(Fun Pair) \( \Gamma \vdash (M_1, M_2) : t_1 \ast t_2 \). By inversion and the IH:

\[
\Gamma \vdash M_1 : t_1 \\
\rho \vdash M_1 \Rightarrow C_{M_1}, p_1 \quad (IH_1) \\
\exists \Sigma_1 \quad (IH_2) \\
\Sigma, \Sigma_1 \vdash p_1 : t_1 \\
\Sigma \vdash C_{M_1} : \Sigma_1 \\
\Gamma \vdash M_2 : t_2 \\
\rho \vdash M_2 \Rightarrow C_{M_2}, p_2 \quad (IH_1) \\
\exists \Sigma_2 \quad (IH_2) \\
\Sigma, \Sigma_2 \vdash p_2 : t_2 \\
\Sigma \vdash C_{M_2} : \Sigma_2
\]

We have for (1): \( \rho \vdash (M_1, M_2) \Rightarrow C_{M_1}; C_{M_2} ; (p_1, p_2) \). Let \( \Sigma' = \Sigma_1, \Sigma_2 \vdash \circ \). By weakening we find for (2): \( \Sigma, \Sigma' \vdash (p_1, p_2) : t_1 \ast t_2 \) and \( \Sigma \vdash C_{M_1}; C_{M_2} : \Sigma' \).

(Fun Proj1) \( \Gamma \vdash M.1 : t_1 \). By inversion and the IH:

\[
\Gamma \vdash M : t_1 \ast t_2 \\
\rho \vdash M \Rightarrow C_M, p \quad (IH_1) \\
\exists \Sigma' \quad (IH_2) \\
\Sigma, \Sigma' \vdash p : t_1 \ast t_2 \\
\Sigma \vdash M : S'
\]

By inversion, \( p = (p_1, p_2) \), such that \( \Sigma, \Sigma' \vdash p_1 : t_1 \) and \( \Sigma, \Sigma' \vdash p_2 : t_2 \). We now have \( \rho \vdash M.1 \Rightarrow C_M, p_1 \) for (1). We use \( \Sigma' \) to show \( \Sigma, \Sigma' \vdash p_1 : t_1 \) and \( \Sigma \vdash C_M : \Sigma' \) for (2).

(Fun Proj2) \( \Gamma \vdash M.2 : t_2 \). Analogous to the previous case.
(Fun If) \( \Gamma \vdash \text{if } M_1 \text{ then } M_2 \text{ else } M_3 : t \). We have:

\[
\Gamma \vdash M_1 : \text{bool} \\
\rho \vdash M_1 \Rightarrow C_{M_1}, p_1 \quad (IH_1) \\
\exists \Sigma_1 \\
\Sigma, \Sigma_1 \vdash p_1 : \text{bool} \\
\Sigma \vdash C_{M_1} : \Sigma_1 \quad (IH_2) \\
\Gamma \vdash M_2 : t \\
\rho \{x \mapsto p_1\} \vdash M_2 \Rightarrow C_{M_2}, p_2 \quad (IH_1) \\
\exists \Sigma_2 \\
\Sigma, \Sigma_2 \vdash p_2 : t \\
\Sigma \vdash C_{M_2} : \Sigma_2 \quad (IH_2) \\
\Gamma \vdash M_3 : t \\
\rho \{x \mapsto p_r\} \vdash M_3 \Rightarrow C_{M_3}, p_3 \quad (IH_1) \\
\exists \Sigma_3 \\
\Sigma, \Sigma_3 \vdash p_3 : t \\
\Sigma \vdash C_{M_3} : \Sigma_3 \\
\]

By inversion, \( p_1 = l \) and \( \Sigma, \Sigma_1 \vdash l : \text{bool} \). By pattern agreement uniqueness (Lemma A.3), \( p_2 \sim p_3 \). Let \( \Sigma \vdash p' : t \), for \( \text{dom}(\Sigma) = \text{fv}(p) \) (by Lemma A.4). We have \( \{\text{locs}(\rho) \cup \text{locs}(C_1) \cup \text{locs}(C_2) \cup \text{locs}(C_3)\} \cap \text{fv}(p) = \emptyset \). We also have \( p' \sim p_2 \) and \( p' \sim p_3 \). We now have for (1):

\[
\rho \vdash \text{if } M_1 \text{ then } M_2 \text{ else } M_3 \Rightarrow \\
C_{M_1}; \text{if } l \text{ then local } \text{locs}(C_2) \text{ in } C_{M_2};[[p' \leftarrow p_2]] \text{ else local } \text{locs}(C_3) \text{ in } C_{M_3};[[p' \leftarrow p_3]], p'
\]

Finally, let \( \Sigma_f = \Sigma_2 \cap \Sigma_3 \cap \Sigma \vdash \_ \) and \( \Sigma' = \Sigma_1, \Sigma_f \vdash \_ \). By pattern assignment, we can see \( \Sigma_f \vdash [[p' \leftarrow p_2]] \) and \( \Sigma_f \vdash [[p' \leftarrow p_3]] \). By weakening (Lemmas A.1, and A.2) we have what we need for (2):

\[
\Sigma, \Sigma' \vdash p' : t \\
\Sigma \vdash C_{M_1}; \text{if } l \text{ then ... else ... } : \Sigma'
\]

(Fun Let) \( \Gamma \vdash \text{let } x = M_1 \text{ in } M_2 : t_2 \). We have:

\[
\Gamma \vdash M_1 : t_1 \\
\rho \vdash M_1 \Rightarrow C_{M_1}, p_1 \quad (IH_1) \\
\exists \Sigma_1 \\
\Sigma, \Sigma_1 \vdash p_1 : t_1 \\
\Sigma \vdash C_{M_1} : \Sigma_1 \quad (IH_2) \\
\Gamma, x : T_1 \vdash M_2 : t_2
\]

Next, note that \( \Sigma, \Sigma_1 \vdash \rho \{x \mapsto p_1\} : \Gamma, x : T_1 \). We can now apply the IH to \( M_2 \)'s typing derivation to see:

\[
\rho \{x \mapsto p_1\} \vdash M_2 \Rightarrow C_{M_2}, p_2 \quad (IH_1) \\
\exists \Sigma_2 \\
\Sigma, \Sigma_2 \vdash p_2 : t_2 \\
\Sigma \vdash C_{M_2} : \Sigma_2 \\
\]

First, we have: \( \rho \vdash \text{let } x = M_1 \text{ in } M_2 \Rightarrow \text{(local } (\text{locs}(C_{M_1}) \setminus \text{fv}(p_1)) \text{ in } C_{M_1}); C_{M_2}, p_2 \text{ for (1)}. \)

For (2), let \( \Sigma_1' = \Sigma_1|_{\text{fv}(p_1)} \) and \( \Sigma' = \Sigma'_1; \Sigma_2 \vdash \_ \). By weakening, we find \( \Sigma, \Sigma' \vdash p_2 : t_2 \) and \( \Sigma \vdash \text{(local } (\text{locs}(C_{M_1}) \setminus \text{fv}(p_1)) \text{ in } C_{M_1}); C_{M_2}, \Sigma' \).

(Fun Observe) \( \Gamma \vdash \text{observe}_b E : \text{unit} \). By the IH, with \( \Sigma' = \varepsilon \) from \( IH_2 \).
(Fun Random) \( \Gamma \vdash \text{random}(D(V)) : b_{n+1} \). We have:
\[
D : (x_1 : b_1 \ldots x_n : b_n) \rightarrow b_{n+1}
\]
\[\Gamma \vdash V : (b_1 \ldots b_n)\]

We have, by the IH:
\[
\rho \vdash V \Rightarrow C, p \quad (IH_1)
\]
\[\exists \Sigma' \quad (IH_2)
\]
\[\Sigma, \Sigma' \vdash p : t \quad (*)
\]
\[\Sigma \vdash C : \Sigma'
\]

So \( \rho \vdash \text{random}(D(V)) \Rightarrow C; l \leftarrow D(p), l \), for (1). We find (2) by (*) and by (Imp Seq), (Imp Random), and the IH \( \Sigma \vdash C; l : \Sigma', l \), where \( \Sigma', l \vdash l : b_{n+1} \).

A.2. Proof of Theorem 4.4. We use the following lemma.

Lemma A.6 (Value equivalence). If \( \Gamma \vdash V : t \) and \( \Sigma \vdash \rho : \Gamma \) and \( \rho \vdash V \Rightarrow C, p \) then \( \mathcal{J}[C] = \text{pure } f \), where \( f \) is either \( \text{id} \) or a series of (independent) calls to add:
\[
f = \lambda s. \text{add } l_1(\text{add } l_2(...(\text{add } l_n(s,c_n))...), c_2), c_1)
\]
where each of the \( l_i \) are distinct, and
\[
\mathcal{A}[V] = \text{pure } (\text{lift } \rho) \triangleright\triangleright \mathcal{J}[C] \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[p] s)
\]

Proof. By induction on the derivation of \( \Gamma \vdash V : t \).
(Fun Var) \( \Gamma \vdash x : t, \) so \( x : t \in \Gamma \) and \( \Sigma \vdash \rho(x) : t \). We have \( \rho \vdash x \Rightarrow \text{nil}, \rho(x) \), so \( f = \text{id} \).
\[
\mathcal{A}[x] = \text{pure } (\lambda s. (s, V[x] s))
\]
\[= \text{pure } (\lambda s. (s, \text{lookup } r s))
\]
\[= \text{pure } (\lambda s. (\text{restrict } \rho(\text{lift } \rho s), V[p] (\text{lift } \rho s)))
\]
\[= \text{lift } \rho \triangleright\triangleright (\lambda s. (\text{restrict } \rho s, V[p] s))
\]
\[= \text{lift } \rho \triangleright\triangleright \text{pure } \text{id} \triangleright\triangleright (\lambda s. (\text{restrict } \rho s, V[p] s))
\]
\[= \text{lift } \rho \triangleright\triangleright \mathcal{A}[x] \triangleright\triangleright (\lambda s. (\text{restrict } \rho s, V[p] s))
\]

(Fun Const) \( \Gamma \vdash c : ty(c) \). We have \( \rho \vdash c \Rightarrow l \leftarrow c, l \), so \( f = \lambda s. \text{add } l(s,c) \).
\[
\mathcal{A}[c]
\]
\[= \text{pure } (\lambda s. c)
\]
\[= \text{pure } (\lambda s. \text{restrict } \rho(\text{lift } \rho s), V[l] (\text{add } l(\text{lift } \rho s, c)))
\]
\[= \text{pure } (\text{lift } \rho) \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[l] (\text{add } l(s,c)))
\]
\[= \text{pure } (\text{lift } \rho) \triangleright\triangleright (\lambda s. \text{add } l(s,c)) \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[l] s)
\]
\[= \text{pure } (\text{lift } \rho) \triangleright\triangleright \mathcal{J}[l \leftarrow c] \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[l] s)
\]

(Fun Pair) \( \Gamma \vdash (V_1, V_2) : t_1 \times t_2 \). We have \( \rho \vdash V_1, V_2 \Rightarrow C_1, C_2, (p_1, p_2) \). By the IH, \( \mathcal{J}[C_1] = \text{pure } f_1 \) and \( \mathcal{J}[C_2] = \text{pure } f_2 \), where \( f_1 \) and \( f_2 \) are either \( \text{id} \) or add \( s \). We also have:
\[
\mathcal{A}[V_1]
\]
\[= \text{pure } (\lambda s. V_1[s])
\]
\[= \text{pure } (\text{lift } \rho) \triangleright\triangleright \mathcal{J}[C_1] \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[p_1])
\]
\[= \text{pure } (\text{lift } \rho) \triangleright\triangleright \text{pure } f_1 \triangleright\triangleright \text{pure } (\lambda s. \text{restrict } \rho s, V[p_1])
\]
\[= \text{pure } (\lambda s. \text{restrict } \rho(f_1(\text{lift } \rho s)), V[p_1]) (f_1(\text{lift } \rho s))
\]
\[= \text{pure } (\lambda s. \text{add } l(s,c)) (f_1(\text{lift } \rho s))
\]

\[= \text{pure } (\lambda s. \text{ restrict } \rho(s, V[p_1] (f_1(\text{lift } \rho s))))
\]
So $\forall [V_i] s = \forall [p_i] (f_i(\text{lift } \rho s))$. Let $f = f_1; f_2$. We derive:

\[ A[V_1, V_2] = \text{pure } (\lambda s. s, \forall [V_1] s, \forall [V_2] s) \]
\[ = \text{pure } (\lambda s. s, (\forall [p_1] (f_1(\text{lift } \rho s)), \forall [p_2] (f_2(\text{lift } \rho s)))) \text{ by weakening/independence} \]
\[ = \text{pure } (\lambda s. s, (\forall [p_1] ((f_1; f_2)(\text{lift } \rho s)), \forall [p_2] ((f_1; f_2)(\text{lift } \rho s))) \]
\[ = \text{pure } (\lambda s. \text{restrict } \rho (f_1; f_2)(\text{lift } \rho s)), (\forall [p_1] ((f_1; f_2)(\text{lift } \rho s)), \forall [p_2] ((f_1; f_2)(\text{lift } \rho s))) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \text{pure } (f_1; f_2) \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, (\forall [p_1] s, \forall [p_2] s)) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \text{pure } f \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [p_1] s, \forall [p_2] s)) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \forall [C_1] \Rightarrow \forall [C_2] \Rightarrow \forall [l \leftarrow l_1 \otimes l_2] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [l] s) \]

Restatement of Theorem 4.4

\[ \Gamma \vdash M : t \text{ and } \Sigma \vdash \rho : \Gamma \text{ and } \rho \vdash M \Rightarrow C, p \text{ then:} \]
\[ A[M] = \text{pure } (\text{lift } \rho) \Rightarrow \forall [C] \Rightarrow \text{pure } (\lambda s. (\text{restrict } \rho s, \forall [p]) s)) \]

Proof. By induction on $\Gamma \vdash M : t$.

(FUN VAR) By the value lemma.

(FUN CONST) By the value lemma.

(FUN Pair) By the value lemma.

(FUN OPERATOR) $\Gamma \vdash V_1 \otimes V_2 : b_3$ and $\rho \vdash V_1 \otimes V_2 \Rightarrow (C_1; C_2; l \leftarrow l_1 \otimes l_2), l$. We have $A[V_1 \otimes V_2] = \text{pure } (\lambda s. s, \forall (\forall [V_1] s, \forall [V_2] s))$. By the value lemma (Lemma A.6):

\[ A[V_1] = \text{pure } (\lambda s. s, \forall [V_1] s) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \forall [C_1] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [l] s) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \text{pure } f \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [l] s) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \forall [C_1; C_2] \Rightarrow \forall [l \leftarrow l_1 \otimes l_2] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [l] s) \]

So $\forall [V_1] s = \forall [l] ((f_1; f_2)(\text{lift } \rho s))$. We derive:

\[ A[V_1 \otimes V_2] = \text{pure } (\lambda s. s, \forall [V_1] s, \forall [V_2] s) \]
\[ = \text{pure } (\lambda s. s, (\forall [l_1] ((f_1; f_2)(\text{lift } \rho s)), \forall [l_2] ((f_1; f_2)(\text{lift } \rho s))) \]
\[ = \text{pure } (\text{lift } \rho) \Rightarrow \forall [C_1] \Rightarrow \forall [C_2] \Rightarrow \forall [l \leftarrow l_1 \otimes l_2] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, \forall [l]) s) \]

(FUN PROJ1) $\Gamma \vdash V_1 : t_1$ and $\Gamma \vdash V : t_1 \ast t_2$. We have $\rho \vdash V \Rightarrow C, (p_1, p_2)$ and $\rho \vdash V.1 \Rightarrow C, p_1$. By the value lemma as before, we can conclude $\forall [V] s = \forall [(p_1, p_2)] (f (\text{lift } \rho s))$. Therefore:

\[ A[V.1] = \text{pure } (\lambda s. s, \forall [V] s) \]
\[ = \text{pure } (\lambda s. s, \forall [p_1, p_2]) (f (\text{lift } \rho s)) \]

(FUN PROJ2) Symmetric to Proj1.
(Fun If) \( \Gamma \vdash \text{if } V_1 \text{ then } M_2 \text{ else } M_3 : t \). We have:
\[
\rho \vdash \ldots \Rightarrow C_1; \text{if } l_1 \text{ then local locs}(C_2) \text{ in } C_2; p \leftarrow 2 \text{ else local locs}(C_3) \text{ in } C_3; p \leftarrow p_3, p
\]
Our IHs are: \( A[[M_i]] = \text{pure } (\text{lift } \rho) \Rightarrow J[[C_i]] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p_i]] s) \). By the value lemma we have \( J[[V_1]] = \text{pure } f_1 \) for some \( f_1 \) such that \( V[[V_1]] = V[[l_1]] (f_1 (\text{lift } \rho s)) \). We now calculate (at length):
\[
A[[\text{if } V_1 \text{ then } M_2 \text{ else } M_3]]
= \text{choose } (\lambda s. V[[V_1]] s) A[[M_2]] A[[M_3]]
= \text{choose } (\lambda s. V[[l_1]] f_1 (\text{lift } \rho s))
\begin{align*}
& (\text{pure } (\text{lift } \rho) \Rightarrow J[[C_2]] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p_2]] s)) \\
& (\text{pure } (\text{lift } \rho) \Rightarrow J[[C_3]] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p_3]] s))
\end{align*}
\begin{align*}
= \text{pure } (\text{lift } \rho) \Rightarrow \text{choose } (\lambda s. V[[l_1]] f_1 s) \\
& (J[[C_2]] \Rightarrow J[p \leftarrow p_2] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s)) \\
& (J[[C_3]] \Rightarrow J[p \leftarrow p_3] \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s))
\end{align*}
\begin{align*}
= \text{pure } (\text{lift } \rho) \Rightarrow \text{choose } (\lambda s. V[[l_1]] f_1 s) \\
& (A[[C_2]] \Rightarrow A[p \leftarrow p_2] \Rightarrow \text{pure } (\text{drop locs}(C_2))) \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s))
\end{align*}
\begin{align*}
= \text{pure } (\text{lift } \rho) \Rightarrow (\text{choose } (\lambda s. V[[l_1]] f_1 s)) \\
& (A[[C_2]] \Rightarrow A[p \leftarrow p_2] \Rightarrow \text{pure } (\text{drop locs}(C_2))) \\
& (A[[C_3]] \Rightarrow A[p \leftarrow p_3] \Rightarrow \text{pure } (\text{drop locs}(C_3))) \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s))
\end{align*}
\begin{align*}
= \text{pure } (\text{lift } \rho) \Rightarrow \text{pure } (\lambda s. V[[l_1]] s) \\
& (A[[C_2]] \Rightarrow A[p \leftarrow p_2] \Rightarrow \text{pure } (\text{drop locs}(C_2))) \\
& (A[[C_3]] \Rightarrow A[p \leftarrow p_3] \Rightarrow \text{pure } (\text{drop locs}(C_3))) \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s))
\end{align*}
\begin{align*}
= \text{pure } (\text{lift } \rho) \Rightarrow A[[C_1]] \Rightarrow (\text{choose } (\lambda s. V[[l_1]] s) \\
& (A[[\text{local } \text{locs}(C_2) \text{ in } C_2; p \leftarrow p_2]]) \\
& (A[[\text{local } \text{locs}(C_3) \text{ in } C_3; p \leftarrow p_3]]) \Rightarrow \text{pure } (\lambda s. \text{restrict } \rho s, V[[p]] s))
\end{align*}
As our IHs:

\[ A[M_1] = \text{pure}(\text{lift } \rho) \implies A[C_1] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, \forall[p_1] \ s) \]

\[ A[M_2] = \text{pure}(\text{lift } \rho') \implies A[C_2] \implies \text{pure}(\lambda s. \text{restrict } \rho' \ s, \forall[p_2] \ s) \]

We derive:

\[ A[\text{let } x = M_1 \ \text{in } M_2] \]

\[ = A[M_1] \implies \text{pure}(\text{add } x) \implies A[M_2] \implies \text{pure}(\lambda s, y. \text{drop } x \ s, y) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C_1] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, \forall[p_1] \ s) \implies \text{pure}(\text{add } x) \implies A[M_2] \implies \text{pure}(\lambda s, y. \text{drop } x \ s, y) \]

\[ = \text{pure}(\text{lift } \rho') \implies A[C_1] \implies \text{pure}(\lambda s. \text{restrict } \rho' \ s, \forall[p_1] \ s) \implies \text{pure}(\lambda s, y. \text{drop } x \ s, y) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C_1] \implies \text{pure}(\text{drop } (\text{dom}(\Sigma_1))) \implies A[M_2] \implies \text{pure}(\lambda s. \text{restrict } \rho' \ s, \forall[p_2] \ s) \implies \text{pure}(\lambda s, y. \text{drop } x \ s, y) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C_1] \implies \text{pure}(\text{drop } (\text{dom}(\Sigma_1))) \implies A[M_2] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, \forall[p_2] \ s) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[(\text{local } \Sigma_1 \ \text{in } C_1); C_2] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, \forall[p_2] \ s) \]

(Fun Random) \( \Gamma \vdash \text{random} (D(V)) : b \), where \( D : (b_1, \ldots, b_n) \rightarrow b_{n+1}, \Gamma \vdash V : (b_1, \ldots, b_n) \). We have \( \rho \vdash V \Rightarrow C, p \) and \( \rho \vdash D(V) \Rightarrow C.l \leftarrow D(p), l \). By the value lemma, \( A[C] = \text{pure } f \) and \( \forall[V] \ s = \forall[p] \ (f \ (\text{lift } \rho \ s)) \). We derive:

\[ A[\text{random} (D(V))] \]

\[ = \text{extend}(\lambda s. \mu_{D(V[p])}) \]

\[ = \text{extend}(\lambda s. \mu_{D(\text{lift } \rho \ s)}) \implies \text{pure}(\lambda s, v. \text{restrict } \rho \ s, v) \]

\[ = \text{pure}(\text{lift } \rho) \implies \text{pure } f \implies \text{extend}(\lambda s. \mu_{D(V[p])}) \implies \text{pure}(\lambda s, v. \text{restrict } \rho \ s, v) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C] \implies \text{extend}(\lambda s. \mu_{D(V[p])}) \implies \text{pure}(\lambda s, v. \text{restrict } \rho \ s, v) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C] \implies \text{extend}(\lambda s. \mu_{D(V[p])}) \implies \text{pure}(\lambda s, v. \text{restrict } \rho \ s, v) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C \ s, \forall[l] \ s] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, \forall[l] \ s) \]

(Fun Observe) \( \Gamma \vdash \text{observe } V : \text{unit} \) and \( \Gamma \vdash V : b \) for some base type \( b \). We have \( \rho \vdash V \Rightarrow C, l \).

By the value lemma, \( A[C] = \text{pure } f \) and \( \forall[V] \ s = \forall[l] \ (f \ (\text{lift } \rho \ s)) \).

\[ A[\text{observe } V] \]

\[ = \text{observe}(\lambda s. \forall[V] \ s) \implies \text{pure}(\lambda s. (s, ())) \]

\[ = \text{observe}(\lambda s. l(f(\text{lift } \rho \ s))) \implies \text{pure}(\lambda s. (s, ())) \]

\[ = \text{pure}(\text{lift } \rho) \implies \text{observe}(\lambda s. \forall[V] \ (f \ s)) \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, (s)) \]

\[ = \text{pure}(\text{lift } \rho) \implies \text{pure } f \implies \text{observe}(\lambda s. \forall[V] \ s) \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, (s)) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C] \implies \text{observe}(\lambda s. \forall[l] \ s) \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, (s)) \]

\[ = \text{pure}(\text{lift } \rho) \implies A[C; \text{observe } l] \implies \text{pure}(\lambda s. \text{restrict } \rho \ s, (s)) \]
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