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Abstract. In mathematics curves are typically defined as the images of continuous real functions (parametrizations) defined on a closed interval. They can also be defined as connected one-dimensional compact subsets of points. For simple curves of finite lengths, parametrizations can be further required to be injective or even length-normalized. All of these four approaches to curves are classically equivalent. In this paper we investigate four different versions of computable curves based on these four approaches. It turns out that they are all different, and hence, we get four different classes of computable curves. More interestingly, these four classes are even point-separable in the sense that the sets of points covered by computable curves of different versions are also different. However, if we consider only computable curves of computable lengths, then all four versions of computable curves become equivalent. This shows that the definition of computable curves is robust, at least for those of computable lengths. In addition, we show that the class of computable curves of computable lengths is point-separable from the other four classes of computable curves.

1. Introduction

A curve is a mathematical model which describes the “path (or locus) of a continuously moving point”. Therefore, a planar curve is defined in mathematics as the image of a continuous function \( f : [0,1] \rightarrow \mathbb{R}^2 \). Surprisingly, under this definition, a curve can be so complicated that it fills even a square (cf. [13, 11]). In fact, as shown independently by Hahn and Mazurkiewicz in about 1913, a point set is a curve if and only if it is a locally connected continuum (we ignore the mathematical details in this paper which are not related to our discussion). However, if we are interested only in the curves which do not cross themselves (i.e., simple) and have finite length (i.e., rectifiable), then the curves...
defined in these ways coincide with our intuition about “curves” and they do have the “two-sidedness” and “thinness” (cf [18]). For rectifiable simple curves, the parametrizations can be required to be injective or length-normalized while the induced class of curves remains the same. Therefore, a rectifiable simple curve can be defined as any of the following: a point set of some special topological properties, the image of a continuous function, the image of an injective continuous function, or the image of a continuous function which is length-normalized.

If a point-movement is “algorithmically determined”, then its path (the curve) should be considered “computable”. More precisely, the notion of computable curves can be defined by the effectivization of the classical definition of curves. This naturally raises the question whether the effectivizations of these four definitions of curves mentioned above lead to the same notion of “computable curves”? Our answer is no, even in a very strong sense. Before we can explain our answer in a more precise way, let us recall first the basic idea of how to define computability of continuous objects in general.

In computable analysis, computability over various continuous structures is typically defined by the Turing-machine-based bit model (see [8, 10, 2]). In order to input a real number $x$ to such a Turing machine, it must be represented by effectively convergent sequences of rational numbers (the *names* of $x$). Here, a sequence $(x_n)$ “converges effectively” means that $|x_n - x_{n+1}| \leq 2^{-n}$ for all $n$. A real number $x$ is computable if it has a computable name, i.e., there is a computable sequence of rational numbers which converges to $x$ effectively. Furthermore, a real function $f$ is computable if there is a Turing machine which computes $f$ in the sense that, after inputing any name of a real number $x$ in the domain of $f$, the machine outputs a name of $f(x)$. By the same principle, computability of other mathematical objects can be defined by introducing proper “naming systems”. For example, the computability of subsets of the Euclidean space $\mathbb{R}$, of semi-continuous functions [17], of functional spaces [19] are all defined in this way. This approach is also called the “effectivization” of classical mathematical definitions.

The same approach can be applied to curves as well. In this paper, we only consider plane curves. Curves in higher dimensions can be discussed in essentially the same way. Furthermore we will restrict ourselves to rectifiable curves unless otherwise said, where a curve is *rectifiable* if it has a finite length. As mentioned above, a curve can be defined as a connected and one-dimensional compact subset. Based on this approach, we can define the computable curves by means of the computability of compact subsets of Euclidean space ($\mathbb{R}$). Physically, a curve records the trace of a particle motion. If the particle moves according to some algorithmically definable laws, its trace should be regarded as computable. In mathematical terms, a curve is the range of a continuous function defined on a closed interval and this function is called a parametrization of the curve. Thus, it is also natural to call a curve computable if it has a computable parametrization (see e.g., [4, 5]).

However, the parametrization of a curve may have various extra properties, if the curve is simple. Here a curve is called *simple* if it does not intersect itself, or if it has an injective parametrization. Of course, the parametrization $f$ of a simple curve $C$ is not necessarily injective. If $f$ is not injective, then $f$ retraces some parts of the curve $C$. If a curve $C$ is simple, then it has even an arc-length normalized parametrization. Here, a parametrization $f : [0,1] \rightarrow C$ is arc-length normalized roughly means that the function $f$ models a particle movement along the curve $C$ with a constant speed.
In this paper, four versions of computable curves are introduced by effectivizing the above four mathematical approaches to curves. We will see that these four versions of computable curves are all different. The difference of the curve classes defined by simple computable parametrizations and computable injective parametrizations was already shown by Gu, Lutz and Mayordomo in a recent paper [5]. However, in this paper we will distinguish these four versions of computable curves in a much stronger sense. Namely, the sets of points covered by the four classes of computable curves are different. In other words, different versions of computable curves can be separated by the points they cover, or they are “point-separable” (see definition in Section 3).

Interestingly, the computability of the curve length plays an important role for the computability of curves. If we look only at curves of computable lengths, then the four effectivizations mentioned above are indeed equivalent. This means that the definition of computable curves is robust, at least, for curves of computable lengths. On the other hand, Gu, Lutz and Mayordomo constructed in [5] a computable curve of non-computable length such that none of its computable parametrizations can be injective, although the curve does not intersect itself. As an open question, they asked whether there exists a point which lies on a computable curve of finite length, but not on any computable curve of computable length, i.e., if the class of computable curves of computable lengths is point-separable from the class of computable curves of finite lengths. A positive answer will be given in this paper.

Our paper is organized as follows. In Section 2 we will briefly recall some basic notions related to curves, give the precise definition of computable curves and then show some basic properties of computable curves. In Section 3 we discuss some basic facts of point-separable classes and show a technical lemma which will be used in the proof of the main theorems. Section 4 investigates the class of length-normalized computable curves and shows a significant difference between this class and the class of computable curves of computable lengths. Then it is shown that these two classes are point-separable. In the last Section 5 we prove that the four classes of computable curves mentioned above are all point-separable.

2. Computable Curves

In mathematics, a *plane curve* is defined as a subset $C \subseteq \mathbb{R}^2$ which is the range of a continuous function $f : [0;1] \rightarrow \mathbb{R}^2$, i.e., $C = \text{range}(f)$. This continuous function $f$ is then called a *parametrization* of $C$. Here, we use, w.l.o.g., the unit interval $[0,1]$ instead of more general closed intervals of the form $[a,b]$. Obviously, any curve has infinitely many parametrizations. Geometrically, a curve records the path of a particle movement in the plane. If the particle never visits one position more than once, in other words, if the curve does not intersect itself (or it has an injective parametrization $f : [0;1] \rightarrow \mathbb{R}^2$), then the curve is called *simple*. The simple curves defined in this way are also called *open*, or *Jordan arcs*. If a curve $C$ has a parametrization $f$ which is injective on the interval $[0;1)$ and fulfills the condition that $f(0) = f(1)$, then the curve $C$ is traditionally also called *simple*, but it is *closed*, or a *Jordan curve*. Equivalently, a Jordan curve is the continuous image of the unit circle. In this paper we look only at the open simple curves. But all results are true for closed simple curves as well.

For open simple curves, their lengths can be defined by means of the lengths of polygons which approximate the curves according to Jordan [6]. More precisely, Let $C$ be a simple curve and let $f : [0;1] \rightarrow \mathbb{R}^2$ be an injective continuous parametrization of $C$. Then the
length $L$ of the curve $C$ is defined by

$$L := \sup_{i=0}^{n-1} |f(a_i) - f(a_{i+1})|$$

where $|f(a_i) - f(a_{i+1})|$ is the length of the straight line connecting the points $f(a_i)$ and $f(a_{i+1})$, and the supremum is taken over all possible partitions $0 = a_0 < a_1 < \ldots < a_n = 1$ of the unit interval $[0,1]$. The length of a curve $C$ is denoted by $l(C)$. Notice that we actually defined the length $l(f)$ of the function $f : [0;1] \rightarrow \mathbb{R}^2$. The length of a simple curve is then the length of an injective parametrization of that curve. It is well known that the length of a simple curve is independent from its (injective) representations. A curve of finite length is traditionally called rectifiable. Not every curve, even a simple curve, has finite length. As already mentioned above, we focus mainly on simple rectifiable curves; unless otherwise stated a curve is always meant to be simple and rectifiable in this paper.

If $C$ is a simple rectifiable curve of the length $l$, then there exists a bijective continuous function $g : [0, l] \rightarrow C$ such that the arc $g([0, s])$ has exactly the length $s$. That is, the arc-length $s$ is used as the argument of the function $g$. Let $f(t) := g(l \cdot t)$. Then the function $f : [0, 1] \rightarrow C$ is a parametrization such that the curve segment $f([0, t])$ has the length $t \cdot l(C)$ for all $t \in [0, 1]$. We call the parametrization $f$ of this property length-normalized or simply normalized. Thus, a simple rectifiable curve can have three different kinds of parametrizations—continuous, injective continuous and normalized. In addition, a curve can also be defined as a connected, one-dimensional, compact point set. By effectivizing all these approaches to curves, we can introduce four totally different versions of computable curves.

Remember that a real function $f : [0;1] \rightarrow \mathbb{R}$ is computable if there is a Turing machine $M$ which transfers any name of $x \in [0,1]$ to a name of $f(x)$. Equivalently, $f$ is computable iff there is a computable sequence $(p_n)_{n \in \mathbb{N}}$ of computable rational polygon functions which converges uniformly and effectively to $f$ (see [14]). Naturally, a function $f : [0;1] \rightarrow \mathbb{R}^n$ is computable if all of its component functions are computable, or equivalently, if there is a Turing machine $M$ which transfers any name of $x \in [0,1]$ into a tuple $(\alpha_1, \ldots, \alpha_n)$ of names of $f_1(x), \ldots, f_n(x)$ respectively, where $f(x) = (f_1(x), \ldots, f_n(x))$. In this case, we simply say that $M$ computes the function $f$. Remember also that any computable function must be continuous.

In this paper, an $\varepsilon$-neighborhood $V_\varepsilon(z)$ of a point $z = (a, b)$ with Cartesian coordinates $(a, b)$ is the rectangle bounded by the lines $x = a \pm \varepsilon$ and $y = b \pm \varepsilon$. A neighborhood $V_\varepsilon(z)$ is called rational if $z$ is a rational point and $\varepsilon$ is a rational number. For a set $A \subseteq \mathbb{R}^2$, the $\varepsilon$-neighborhood of $A$ is defined by $V_\varepsilon(A) := \bigcup_{z \in A} V_\varepsilon(z)$. Then for any two point sets $A$, $B$, their Hausdorff distance is defined by $d_H(A, B) = \inf \{ \varepsilon : A \subseteq V_\varepsilon(B) \land B \subseteq V_\varepsilon(A) \}$. Notice that, we always have $d_H(V_\varepsilon(z), z) \leq \sqrt{2}\varepsilon$.

Now we can define the different versions of computable curves as follows.

**Definition 2.1.** Let $C \subseteq \mathbb{R}^2$ be a simple, not necessarily rectifiable, planar curve.

1. $C$ is called $K$-computable if there is a computable sequence $(Q_n)$ of finite sets of rational neighborhoods such that

$$C \subseteq \bigcup Q_n \quad \text{and} \quad d_H \left( \bigcup Q_n, C \right) < 2^{-n} \quad \text{(2.2)}$$

for all $n \in \mathbb{N}$, where $d_H$ denotes the Hausdorff distance.
(2) \( C \) is called \( R \)-computable if there is a computable function \( f : [0; 1] \to \mathbb{R}^2 \) such that \( \text{range}(f) = C \).

(3) \( C \) is called \( M \)-computable if there is an injective computable function \( f : [0; 1] \to \mathbb{R}^2 \) such that \( \text{range}(f) = C \).

(4) \( C \) is called \( N \)-computable if \( C \) has a computable parametrization \( f : [0; 1] \to \mathbb{R}^2 \) such that the length of the curve segment \( f([0, t]) \) is equal to \( t \cdot l(C) \) for all \( t \in [0, 1] \).

In item (1) of the definition, the finite sets \( Q_n \) of rational neighborhoods are also called compact covers of the curve \( C \). The union \( \bigcup Q_n \) means the union of all neighborhoods in \( Q_n \), not the union \( \bigcup_{n \in \mathbb{N}} Q_n \). The second part of condition (2.2) means that the maximum distance from \( C \) to the boundary of the compact cover \( Q_n \) is bounded by \( 2^{-n} \). W.l.o.g., we can even require that the sequence \( (Q_n) \) is decreasing in the sense that \( \bigcup Q_{n+1} \subseteq \bigcup Q_n \) for all \( n \). The letter \( K \) of the \( K \)-computability comes from the German word \( \text{Kompakt} \) (compact) due to the compact coverings.

In item (2), the letter \( R \) stands for Retractable because the parametrization \( f \) of a \( R \)-computable curve \( C \) can retrace the curve \( C \). Namely, there might be some disjoint subintervals \( I_1, I_2 \subseteq [0, 1] \) such that \( f(I_1) = f(I_2) \). In this case, \( f \) traces the segment \( f(I_1) \) of \( C \) more than once, or, we say that \( f \) is retraceable.

If the parametrization of a curve \( C \) is injective, then \( C \) records the movement of a particle with a monotone direction. The letter \( M \) in \( M \)-computability stands for Monotonically directed movement or Monotone parametrization. Notice that, if we consider also closed simple curves, then the monotonicity has to exclude the endpoints of the unit interval.

Finally, if a parametrization \( f : [0, 1] \to \mathbb{R}^2 \) satisfies the condition that the length of the curve segment \( f([0, t]) \) is proportional to \( t \), i.e., \( l(f([0, t])) = t \cdot l(C) \) for all \( t \in [0, 1] \), then it is normalized. Thus, \( N \)-computability stands for Normalized parametrization.

By definition 2.1, any \( N \)-computable curve must be rectifiable. However, it is known that \( M \)-computable curves can have infinite lengths (see e.g. [10]). We will give a simple proof of this fact below by constructing a Koch curve, which is well known to be \( M \)-computable (see e.g. [7]). The main reason for re-proving the following result is to introduce basic curve construction techniques which will be used throughout the more involved proofs in the next sections.

**Theorem 2.2.** There is an \( M \)-computable curve \( C \) which has infinite length.

**Proof.** We will construct a computable sequence \( (p_n) \) of rational polygons inductively and finally let \( C \) be the limiting curve of this sequence. Here, a rational polygon is simply a finite sequence \( [q_0, ..., q_r] \) of rational points \( q_i \in \mathbb{Q}^2 \) and its (not necessarily simple) curve is the union of all line segments connecting these points in their given order. We use the term polygon to mean both the point sequence and the corresponding curve. In the following we will construct a new polygon \( p_{n+1} \) from \( p_n = [q_0, ..., q_r] \) by adding new points to the sequence \( [q_0, ..., q_r] \) without deleting the original points or changing their relative order.

Given a polygon \( p = [q_0, ..., q_r] \) we can define straightforwardly its length-normalized parametrization \( \hat{p} : [0, 1] \to \mathbb{R}^2 \) by

\[
\hat{p}(t) = q_i + \frac{t - t_i}{t_{i+1} - t_i} (q_{i+1} - q_i) \quad \text{for } t \in [t_i, t_{i+1}]
\]

Here, \( t_i \) is the point of addition and \( t_{i+1} \) is the point of deletion by adding new points to the curve.
where \( t_0 = 0 \) and
\[
t_i = \frac{\sum_{j=0}^{i-1} |q_j - q_{j+1}|}{\sum_{j=0}^{i-1} |q_j - q_{j+1}|} \quad \text{for all } 0 < i \leq r.
\]

Back to the proof of our theorem, we construct the sequence \((p_n)\) of polygons as follows: Let \( p_0 = \{(0, 0), (1, 0)\} \). Then we define \( p_1 := \{(0, 0), (1/4, 1/4), (1/2, 0), (3/4, -1/4), (1, 0)\} \) by adding three new points \((1/4, 1/4), (1/2, 0), (3/4, -1/4)\) to \( p_0 \). Thus \( p_1 \) consists of four line segments of length \( \sqrt{2}/4 \) and it has a total length \( \sqrt{2} \), i.e., \( l(p_1) = \sqrt{2} \). Apparently we have \( d_H(p_0, p_1) = 1/4 \) and \( |\hat{p}_0(t) - \hat{p}_1(t)| \leq 1/4 \) for all \( t \in [0, 1] \).

A similar procedure can be applied to each of the four segments of \( p_1 \) to construct a polygon \( p_2 \) consisting of 16 segments of the length \((\sqrt{2}/4)^2\) and hence \( l(p_2) = (\sqrt{2}/2)^2 \).

In addition, we have \( |\hat{p}_1(t) - \hat{p}_2(t)| \leq \sqrt{2}/4^2 \) for all \( t \in [0, 1] \). Continuing this process inductively, we can construct a computable sequence \((p_n)\) of rational polygons\(^1\) such that
\[
l(p_n) = \left(\sqrt{2}\right)^n \quad \text{and} \quad |\hat{p}_n(t) - \hat{p}_{n+1}(t)| \leq \frac{(\sqrt{2})^n}{4^{n+1}} \leq 2^{-n} \tag{2.3}
\]
for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \).

The second part of condition (2.3) implies that the limit \( f(t) = \lim_{n \to \infty} \hat{p}_n(t) \) exists and it is computable, and hence a continuous function which should be a parameterization of the limiting curve \( C := \lim p_n \). By definition of the curve length, we have \( l(C) \geq l(p_n) = (\sqrt{2})^n \) for all \( n \) because \( p_n = [\hat{p}_n(0), \cdots, \hat{p}_n(i \cdot 2^{-2n}), \cdots, \hat{p}_n(2^{2n} \cdot 2^{-2n})] \) and \( f(i \cdot 2^{-2n}) = \hat{p}_n(i \cdot 2^{-2n}) \) for all \( 0 \leq i \leq 2^{2n} \). Therefore \( C \) has an infinite length.

It remains only to be shown that \( f \) is also injective. This follows immediately from the fact that \( |\hat{p}_n(t_1) - \hat{p}_n(t_2)| \geq |t_1 - t_2|/3 \) which can be proved by induction on \( n \). By the uniform convergence of the sequence \((\hat{p}_n)\), we conclude that \( |f(t_1) - f(t_2)| \geq |t_1 - t_2|/3 \), that is, \( f \) is an injective parameterization of \( C \) and hence \( C \) is an \( M \)-computable curve. \( \square \)

Although a computable curve may have infinite length, computable rectifiable curves seem more interesting and more important. As mentioned above we will focus on computable curves of finite length in this paper and we denote by \( \mathbb{C}_K, \mathbb{C}_R, \mathbb{C}_M \) and \( \mathbb{C}_N \) the classes of all \( K \)-, \( R \)-, \( M \)- and \( N \)-computable rectifiable simple curves, respectively. By definition, it is straightforward that we have the following relationship between these four versions of computable curves.

**Theorem 2.3.** \( \mathbb{C}_N \subseteq \mathbb{C}_M \subseteq \mathbb{C}_R \subseteq \mathbb{C}_K. \)

We will see that all four versions of computable curves are different and hence all the subset relations above are proper.

From (2.1) it is straightforward that the length of a rectifiable \( M \)-computable curve is left computable (see also Theorem of [12]), where a real number \( x \) is left computable, or computably enumerable (c.e. for short), if there is an increasing computable sequence \((x_n)\) of rational numbers which converges to \( x \). In [5], Gu, Lutz and Mayordomo have shown that any rectifiable \( R \)-computable curve also has a left computable length. This can be strengthened further to the \( K \)-computable curves as follows.

**Theorem 2.4.** Any rectifiable \( K \)-computable curve has left computable length.

\(^1\)It is possible that some polygons contains non-rational points by this construction. But these points can only be algebraic. In this case these irrational points can be replaced by some close enough rational points to guarantee that the result holds as well. For the simplicity, we skip the details here.
Proof. If \( C \) is a rectifiable \( K \)-computable curve, then there is a decreasing computable sequence \( (Q_n) \) of rational compact covers of \( C \) such that \( d_H(\bigcup Q_n, C) < 2^{-(n+1)} \) where \( Q_n \) is a finite set of rational neighborhoods for all \( n \). Furthermore let \( \overline{Q}_n \) be the corresponding finite set of the closed coverings where each open neighborhood of \( Q_n \) is replaced by its closure. Thus \( \overline{U} := \bigcup \overline{Q}_n \) (the union of all sets in \( \overline{Q}_n \)) is a closed rational polygon area built of rational neighborhoods (squares). Since this area contains at least one curve \( C \) such that \( d_H(C, \overline{U}) = d_H(C, \bigcup Q_n) \leq 2^{-n} \). Let \( l_n \) be the length of \( p_n \) and let \( l'_n \) be some rational approximation of \( l_n \) with \( l_n - 2^{-n} \leq l'_n \leq l_n \). Thus \( (l'_n) \) is a computable sequence of rational numbers. Obviously we have \( l'_n \leq l(C) \).

In the following we will prove that the length \( l_n \) of \( p_n \) (and hence also \( l'_n \)) will be arbitrarily close to \( l(C) \). Therefore, \( l(C) = \lim_{n \to \infty} \max\{l'_i : i \leq n\} \) is left computable.

Let \( f \) be an injective (not necessarily computable) parametrization of \( C \). By definition of curve length, for any \( \varepsilon > 0 \), there exists a partition \( 0 = t_0 < t_1 < \cdots < t_m = 1 \) such that \( \sum_{i=0}^{m-1} |f(t_i) - f(t_{i+1})| \geq l(C) - \varepsilon/2 \). Let \( q = [f(t_0), f(t_1), \ldots, f(t_m)] \) be the corresponding polygon. Then we have \( l(q) \geq l(C) - \varepsilon/2 \).

We try now to compare the lengths of the polygons \( q \) and \( p_n \) for large indices \( n \). Let

\[
\delta_i := \max\{d_H(f(t_i), f([0, t_{i-1}])), d_H(f(t_i), f([t_{i+1}, 1]))\}
\]

for \( i \leq m \). Let \( t_{-1} = -1 \) and \( t_{m+1} = 2 \) for technical reasons. Consider the \( \delta \)-neighborhoods \( U_i = V_{\delta}(f((t_i))) \) of \( f(t_i) \), where \( \delta := \min\{\delta_0/4, \delta_1/4, \ldots, \delta_m/4, \varepsilon/(4\sqrt{2}m)\} \). Notice that, the \( \delta \) is small enough such that \( U_i \cap U_j = \emptyset \) if \( i \neq j \). Choose an index \( n \) large enough such that \( 2^{-n} \leq \delta/2 \) and consider the rational compact cover \( Q_n \) with \( d_H(C, \overline{U}) \leq 2^{-n} \) where \( \overline{U} = \bigcup \overline{Q}_n \). Remember that, \( p_n \) is a rational polygon in \( \overline{U} \) of the shortest length such that \( d_H(p_n, \overline{U}) \leq 2^{-n} \). This, together with \( d_H(C, \overline{U}) \leq 2^{-n} \), implies that \( d_H(C, p_n) \leq 2^{-n+1} \leq \delta \).

In particular, we have \( d_H(f(t_i), p_n) \leq \delta \) for all \( i \leq m \) which implies that \( \overline{U}_i \cap p_n \neq \emptyset \).

That is, there are \( s_i \in [0, 1] \) such that \( \tilde{p}_n(s_i) \in \overline{U}_i \) for all \( i \leq m \), \( \tilde{p}_n \) is a length-normalized parametrization of \( p_n \). Notice that \( U_i \) and \( U_{i+1} \) are disjoint neighborhoods but they are connected by a subarea of \( \overline{U} \) containing the curve segment \( f([t_i, t_{i+1}]) \) of \( C \). For the neighborhoods \( U_i \) and \( U_{i+2} \), they are also disjoint, and the only possible path in \( \overline{U} \) which connects them must pass through the neighborhood \( U_{i+1} \). All shortcut between \( U_i \) and \( U_{i+2} \) without passing through \( U_{i+1} \) will have a Hausdorff distance greater than \( \delta \). This is generally true for any non-neighboured \( U_i \) and \( U_j \) (i.e., \( |i - j| \geq 2 \)). Therefore, the polygon \( p_n \) can connect points \( \tilde{p}_n(s_i) \) only in the order \( \tilde{p}_n(s_0), \tilde{p}_n(s_1), \ldots, \tilde{p}_n(s_m) \) (or the reverse one). W.l.o.g., we can assume that \( s_0 < s_1 < \cdots < s_m \). For any \( i \), the polygon \( q \) connects two points \( f(t_i) \) and \( f(t_{i+1}) \) by a straight line, while the polygon \( p_n \) may connect the points \( \tilde{p}_n(s_i) \) and \( \tilde{p}_n(s_{i+1}) \) by several linear segments. Therefore, we have \( l(f([t_i, t_{i+1}])) \leq l(\tilde{p}_n[s_i, s_{i+1}]) + 2\sqrt{2} \delta \) because \( \tilde{p}_n(s_i) \) is in the \( \delta \)-neighborhood \( \overline{U}_i \) of \( f(t_i) \), and hence \( d_H(f(t_i), \tilde{p}_n(s_i)) \leq \sqrt{2} \delta \). This implies that \( l(q) \leq l(p_n) + 2\sqrt{2} m \delta \leq l(p_n) + \varepsilon/2 \).

Therefore, we can conclude that \( l(C) \leq l(q) + \varepsilon/2 \leq l(p_n) + \varepsilon \). Since \( \varepsilon \) is arbitrary, we have \( \lim l_n = l(C) \).

The construction in the proof of Theorem 2.4 implies immediately an equivalent characterization of \( K \)-computable curves as follows.

**Corollary 2.5.** A rectifiable curve \( C \) is \( K \)-computable if and only if there is a computable sequence \( (p_n) \) of rational polygons which converges to \( C \) effectively in the sense that \( d_H(p_n, p_{n+1}) \leq 2^{-n} \).
Proof. If $C$ is a $K$-computable curve, then there is a computable sequence $(Q_n)$ of rational compact covers of $C$. By a construction given in the proof of Theorem 2.4, there is a computable sequence $(p_n)$ of rational polygons which converges to $C$ effectively.

On the other hand, if $(p_n)$ is a computable sequence of rational polygons which converges to $C$ effectively, then we have $d_H(C, p_{n+1}) \leq 2^{-n}$. Construct a rational compact cover $Q_n$ of $p_{n+1}$ such that $d_H(p_{n+1}, \cup Q_n) \leq 2^{-n}$. Then $Q_n$ is also a rational compact cover of $C$ such that $d_H(C, \cup Q_n) \leq 2^{-n+1}$. That is, $C$ is $K$-computable. \hfill \Box

By Theorems 2.3 and 2.4, any rectifiable $R$, $M$- and $N$-computable curve has also a left computable length. Ko [9] constructed a “monster curve” which is $M$-computable (even in polynomial time) with a non-computable length. This implies that the length of a $K$-computable curve is not necessarily computable. Our next theorem shows that the computability of the curve-length plays a very important role in the study of computable curves.

**Theorem 2.6.** If $C$ is a $K$-computable curve with a computable length, then $C$ must be $N$-computable.

**Proof.** Suppose that $C$ is a $K$-computable curve whose length $l = l(C)$ is a computable real number. Then there is a decreasing computable sequence $(Q_n)$ of rational compact covers of $C$ such that $C \subseteq \cup Q_n$ and $d_H(C, \cup Q_n) \leq 2^{-(n+1)}$. There is also an increasing computable sequence $(r_n)$ of rational numbers converging to $l$ effectively in the sense that $(r_{n+1} - r_n) \leq 2^{-(n+1)}$. By the proof of Theorem 2.4, there exists a computable sequence $(p_n)$ of rational polygons such that $d_H(C, p_n) \leq 2^{-(n+1)}$ for all $n$ and $\lim_{n \to \infty} r_n = l$ where $r_n := l(p_n)$. Notice that, because $(Q_n)$ is decreasing, the sequence $(r_n)$ is increasing. Furthermore, we have also that $d_H(p_n, p_{n+1}) \leq 2^{-n}$ for all $n$.

For each $n \in \mathbb{N}$, we can find a sufficiently large index $s_n$ such that $|l_{s_n} - r_{s_n}| \leq 2^{-(n+2)}$. Such an index $s_n$ exists because both sequences $(l_s)$ and $(r_s)$ converge to the same limit $l(C)$. Actually we can choose the sequence $(s_n)$ to be strictly increasing and $n < s_n$. Thus we have $|l_{s_n} - r_{s_{n+1}}| \leq 2^{-(n+1)}$. Since $p_{s_n}$ is a rational polygon, there is a computable function $f_n : [0, 1] \to \mathbb{R}^2$ such that $f_n$ is a length-normalized parametrization of $p_{s_n}$. Because of the conditions $d_H(p_{s_n}, p_{s_{n+1}}) \leq 2^{-(n+1)}$ and $|l_{s_n} - l_{s_{n+1}}| \leq 2^{-(n+1)}$, we can choose the computable sequence of functions $(f_n)$ such that $|f_n(t) - f_{n+1}(t)| \leq 2^{-(n+1)}$ for all $t \in [0, 1]$. In other words, the sequence $(f_n)$ converges effectively and hence its limit $f$ is also a computable function which is a length normalized parametrization of $C$. Therefore, the curve $C$ is $N$-computable. \hfill \Box

The following corollary follows immediately from Theorem 2.6.

**Corollary 2.7.** If $C$ is a rectifiable simple curve of computable length, then $K$, $R$, $M$, and $N$-computability of $C$ are equivalent.

Thus, if we consider only curves of computable length, then it is not necessary to distinguish between $K$, $R$, $M$- and $N$-computability of curves. That is, the notion of “computable curves” is quite robust at least for simple curves of computable lengths. Therefore, we can denote simply by $\mathbb{C}_C$ the class of computable curves of computable lengths in any of these versions. Later on, we will call a curve computable (without mentioning the prefixes $K$, $R$, $M$ or $N$) if it is an element of $\mathbb{C}_C$.

Now let $C$ be an $M$-computable rectifiable curve which is not $N$-computable (such curve exists by Theorem 5.3). This curve $C$ is of course also $K$-computable (Theorem 2.3).
By Theorem 2.6, \( C \) does not have computable length. Therefore, there exist \( K-, R-, \) and \( M\)-computable curves which have non-computable lengths. For \( N\)-computable curves, we can prove the same property by a direct construction as well. The construction needs the following simple fact.

**Proposition 2.8.** Let \( a < b \) and \( \varepsilon \) be any positive rational numbers and let \( p \) be a simple rational polygon of length \( a \). There is a simple rational polygon \( q \) of the length \( b \) such that \( d_H(p, q) \leq \varepsilon \). In addition, we can choose their length-normalized parameterizations \( \hat{p} \) and \( \hat{q} \) such that \( |\hat{p}(t) - \hat{q}(t)| \leq \varepsilon \) as well.

**Proof.** For simplicity, just consider the case \( p = [(0, 0), (a, 0)] \). For general rational polygon \( p \) we need only look at each segment of the \( p \) and construct \( q \) in a similar way.

Choose an integer \( k > 0 \) such that \( \max\{ (b-a)/(2k), a/k \} \leq \varepsilon /2 \). Let \( t_i := i (a/k) \) for \( i \leq k \) and \( \varepsilon' := (b-a)/(2k) \). We define the polygon \( q \) by replacing the segment \( I_i := [(t_i, 0), (t_{i+1}, 0)] \) of \( p \) by a polygon \( q_i := [(t_i, 0), (m_i, 0), (m_i, \varepsilon'), (t_{i+1}, \varepsilon'), (t_{i+1}, 0)] \) where \( m_i = (t_i + t_{i+1})/2 \). Because \( l(q_i) = l(I_i) + 2 \varepsilon' \), we have \( l(q) = l(p) + 2 \varepsilon' k = a + (b-a) = b \). Apparently, we also have \( d_H(p, q) = \varepsilon' \leq \varepsilon \).

![Figure 1: The polygon q (k = 3)](image)

Finally we look at the length-normalized parameterization \( \hat{p} \) and \( \hat{q} \). By construction, we have \( \hat{p}(t_i) = \hat{q}(t_i) \) and \( |\hat{p}(m_i) - \hat{q}(m_i)| = \varepsilon' \) for all \( i \). Because the length \( l(I_i) = a/k \leq \varepsilon /2 \) and \( \varepsilon' \leq \varepsilon /2 \), we have \( \max\{ d(\hat{p}(t), \hat{q}(s)) \} \leq \sqrt{\varepsilon /2}^2 + (\varepsilon /2)^2 = \varepsilon \) for all \( s, t \in [t_i, t_{i+1}] \). This implies immediately that \( |\hat{p}(t) - \hat{q}(t)| \leq \varepsilon \) for all \( t \in [0, 1] \).

**Theorem 2.9.** For any left computable real number \( l \), there is an \( N\)-computable curve with the length \( l \).

**Proof.** Let \( l \) be a left computable real number and let \((l_n)\) be an increasing computable sequence of rational numbers which converges to \( l \). W.l.o.g., we assume that \( l \) and \( l_n \) are positive. By **Proposition 2.8**, we can construct a computable sequence \((p_n)\) of rational polygons with \( l(p_n) = l_n \) and \( d_H(p_n, p_{n+1}) \leq 2^{-n} \) inductively as follows.

First, let \( p_0 = [(0, 0), (l_0, 0)] \). For any \( n \), if \( p_n \) is already defined with \( l(p_n) = l_n \), then define a new polygon \( p_{n+1} \) according to the construction of **Proposition 2.8** such that \( l(p_{n+1}) = l_{n+1} \), \( d_H(p_n, p_{n+1}) \leq 2^{-n} \) and \( |\hat{p}_n(t) - \hat{p}_{n+1}(t)| \leq 2^{-n} \) where \( \hat{p}_n \) is a length-normalized parameterization of \( p_n \). This implies that the limit \( f(t) = \lim \hat{p}_n(t) \) is a computable function which is a length-normalized parameterization of the limiting curve \( p := \lim p_n \).

Furthermore, when we construct the polygon \( p_{n+1} \) from \( p_n \), we should choose the constant \( \varepsilon' \) (of the proof of **Proposition 2.8**) to be smaller than one fourth of all line segments of \( p_n \). In addition we should also choose the extension direction of \( p_{n+1} \) carefully. In this way,
we can prove by induction that, there is a constant $c$ such that $|\hat{p}(t_1) - \hat{p}_n(t_2)| \geq c \cdot |t_1 - t_2|$ for all $t_1, t_2 \in [0, 1]$. This concludes that $\hat{p}$ is an injective function and hence $p$ is $N$-computable.

In fact, many curves we are familiar with in mathematics have computable length. The following lemma gives a simple sufficient condition that a curve has computable length.

**Lemma 2.10.** If an injective parametrization of a simple curve $C$ has a computable derivative, then $C$ has computable length.

**Proof.** Let $f(t) := (x(t), y(t))$ be a one-to-one parametrization of $C$ such that the derivative $f'(t) = (x'(t), y'(t))$ is computable as well. Then the arc length of $C$ can be calculated by $l(C) = \int_0^1 \sqrt{(x'(t))^2 + (y'(t))^2} dt$ which is computable and $g(t) := \int_0^t \sqrt{(x'(x))^2 + (y'(x))^2} dx$ is a computable length-normalized parametrization of $C$.

Thus, by Lemma 2.10, line segments connecting two computable points, computable polygons (connecting finitely many computable points by straight lines), computable circles, etc, all have computable length.

### 3. Point Separable Classes of Curves

The main goal of this paper is to distinguish different versions of computable curves introduced in Section 2 in a very strong sense, i.e., by means of point separability. In this section we will introduce formally the notion of point-separability and explore some basic facts about it. Finally we show a technical lemma which are useful in the proofs of our point-separability results.

The non-equivalence of the $R$-computability and the $M$-computability of curves is proved by Gu, Lutz and Mayordomo in [5]. Actually they have shown that there is a polynomial time computable curve $\Gamma$ which does not have any injective computable parametrization. In other words, any computable parametrization $f$ of the curve $\Gamma$ must be retraced in the sense that $f(I_1) = f(I_2)$ for some disjoint subintervals $I_1, I_2 \subseteq [0; 1]$. Thus, the curve $\Gamma$ is $R$-computable but not $M$-computable. In the same paper, Gu, Lutz and Mayordomo asked whether there exists a point which lies on a computable curve of finite length but not on any computable curve of computable length? This leads naturally to the following notion.

**Definition 3.1.** Let $\mathbb{C}$ and $\mathbb{B}$ be classes of curves.

1. A point $x$ is called $\mathbb{C}$-reachable if $x$ lies on some curve $C$ of the class $\mathbb{C}$.
2. The class $\mathbb{C}$ is called point-separable from the class $\mathbb{B}$ if there is a $\mathbb{C}$-reachable point which is not $\mathbb{B}$-reachable.

Thus, if $\mathbb{C}_F$ and $\mathbb{C}_C$ are the classes of computable curves of finite and computable length, respectively, then, the question of Gu, Lutz and Mayordomo becomes whether $\mathbb{C}_F$ is point-separable from $\mathbb{C}_C$.

Notice that the endpoints of a computable curve are computable, so we can always extend a computable curve from one end so that it starts from the origin. Thus, for $A \in \{K, R, M, N\}$, the $\mathbb{C}_A$-reachable points are just those points on the plane which can be accessed from the origin along some $A$-computable curve.

If $\mathbb{C}$ is the class of all planar curves, then all points are $\mathbb{C}$-reachable. For some special classes of curves we can prove the point-separability very easily. For example, let $\mathbb{C}$ be the
class of all rational circles (i.e., centered at rational points with rational radii) and let $\mathbb{B}$ be the class of all rational polygons. Then $\mathcal{C}$ is point separable from $\mathbb{B}$ and vice versa. The proof is quite simple. Given a rational circle $C$, any rational line segment intersects the circle $C$ in at most two points. The number of rational line segments is countable. Since the circle $C$ contains uncountably many points, there must be points on $C$ which do not lie on any rational line segment. Therefore, $\mathcal{C}$ is point separable from $\mathbb{B}$. The other direction can be proved similarly.

This example can be easily extended to the following proposition.

**Proposition 3.2.** Let $\mathcal{C}$ and $\mathbb{B}$ be countable classes of curves such that for any curve $C \in \mathcal{C}$ and $B \in \mathbb{B}$, $C$ intersects $B$ at most in countably many points. Then $\mathcal{C}$ is point-separable from $\mathbb{B}$.

It makes more sense if $\mathcal{C}$ is point-separable from some subclass $\mathbb{B} \subseteq \mathcal{C}$. In this case, $\mathcal{C}$ contains some curve which is significantly more complicated than any curve of $\mathbb{B}$. To prove such kind of point-separability, the following technical lemma is very useful. It is based on a simple observation that, if a curve $C$ is not contained in another curve $C'$, then there must be a small neighborhood of some point on $C$ which is disjoint from $C'$.

**Lemma 3.3.** Let $C$ and $C'$ be two rectifiable, simple curves and let $g : [0; 1] \to \mathbb{R}^2$ be a parametrization of $C'$. If we have $C' \cap V_\varepsilon(z) \neq \emptyset$ for all points $z \in C$ and all open neighborhoods $V_\varepsilon(z)$, then there exists an interval $[a; b] \subseteq [0; 1]$ such that $g([a; b]) = C$.

**Proof.** Suppose that $C, C'$ are rectifiable, simple curves. If $C' \cap V_\varepsilon(z) \neq \emptyset$ for any point $z \in C$ and any $\varepsilon > 0$, then $C$ must be a part of $C'$, i.e., $C \subseteq C'$. Otherwise, by the compactness of $C'$, we can find a point $z$ in $C \setminus C'$ which has positive distance from $C'$ and hence some open neighborhood of $z$ is disjointed from $C$ which contradicts the hypothesis.

As a rectifiable simple curve $C'$ has an injective parametrization $f : [0; 1] \to C'$. Its inverse function $f^{-1}$ is also continuous which maps particularly two end points of $C$ to $u, v \in [0; 1]$. Suppose w.l.o.g. that $u < v$. Then we have $f([u; v]) = C$ due to the connectedness of the curve.

Let $h : [0; 1] \to [0; 1]$ be the continuous function defined by $h := f^{-1} \circ g$. Since $f([u; v]) = C \subseteq C' = g([0; 1])$, we have $[u; v] \subseteq h([0; 1])$. By the continuity of $h$, there exist $a \in h^{-1}(u)$ and $b \in h^{-1}(v)$ such that $h([a; b]) = [u; v]$ (we suppose w.l.o.g that $a < b$). This implies immediately that $g([a; b]) = C$. \qed

By Lemma 3.3 if a curve $C$ is not contained in another curve $C'$, then there exist a point $z$ of $C$ and a neighborhood $V_\varepsilon(z)$ which is disjoint from the curve $C'$. Particularly, if $C$ is longer than $C'$, then $C$ cannot be contained in $C'$. If in addition $C$ is a rational polygon and $C'$ is a computable curve, then the point $z$ and the number $\varepsilon$ can be even rational. Thus, just by “checking and waiting” we can always find effectively such a rational point $z$ and the corresponding rational neighborhood $V_\varepsilon(z)$. This idea will be used several times in the proofs of Section 5. In those proofs, we are given a rational polygon $C$ and a $(K-, R-, M-, N-)$computable curve $C'$. As long as we can verify that $C$ is sufficiently different from $C'$ (and hence $C$ is not contained in $C'$), then we can always find a point $z$ on $C$ and an $\varepsilon$-neighborhood $V_\varepsilon(z)$ which is disjoint from $C'$. 
4. LENGTH-NORMALIZED COMPUTABLE CURVES

An $N$-computable curve has a length-normalized computable parametrization. This type of computable curves model the particle motion of constant speed. By Theorem 2.9, an $N$-computable curve does not necessarily have a computable length. Thus, the class $\mathbb{C}_N$ is a proper superset of $\mathbb{C}_C$. Our next result shows that the class $\mathbb{C}_N$ is different from the class $\mathbb{C}_C$ in a very strong way. Namely, for any curve $C \in \mathbb{C}_N$, $C$ is either an element of $\mathbb{C}_C$, or any non-trivial segment of $C$ is not in $\mathbb{C}_C$.

Lemma 4.1. If $C$ is an $N$-computable curve of non-computable length, then no non-trivial segment of $C$ is a computable curve of computable length.

Proof. Let $C$ be an $N$-computable curve of length $l$ which is not computable. By Definition 2.1, there is an injective computable function $f : [0, 1] \to \mathbb{R}^2$ such that range$(f) = C$ and $l(f[0, t]) = t \cdot l$ for all $t \in [0, 1]$.

If $C_1 \subseteq C$ is a nontrivial segment of $C$, then there are $t_1 < t_2$ in $[0, 1]$ such that $f[t_1, t_2] = C_1$. Suppose by contradiction that $C_1$ is a computable curve of computable length $l_1$. Then it must be also $N$-computable by Theorem 2.6 and it has a normalized computable parametrization $f_1 : [0, 1] \to C_1$. Let $A := f_1(0)$ and $B := f_1(1)$ be the endpoints of $C_1$. Both $A$ and $B$ are computable points. Because $f$ is an injective computable function and $A = f(t_1)$ and $B = f(t_2)$, the numbers $t_1, t_2 \in [0, 1]$ are also computable.

Let $l_0$ be the length of the segment $f[0, t_1]$. Then, we have $l_0 = t_1 \cdot l$ and $(l_0 + l_1) = t_2 \cdot l$. This implies that $l_1 = (t_2 - t_1)l$. Therefore $l = l_1/(t_2 - t_1)$ is computable which contradicts the hypothesis.

From a mathematical point of view, Lemma 4.1 is quite surprising and even strange. Physically, an $N$-computable curve $C$ can model the algorithmic particle motion of a constant speed. In particular, if the argument $t$ of its parametrization $f : [0, 1] \to C$ is regarded as the time, the length $l$ corresponds to the speed of the motion. Thus, an $N$-computable curve of non-computable length is a model of a particle motion with non-computable constant speed, while its trace can be effectively determined. In this case, of course, any of its segments models also a particle motion of a non-computable constant speed.

From Lemma 4.1 we can prove the following point-separable result.

Theorem 4.2. There is an $N$-computable curve $K$ and a point on $K$ which is not on any computable curve of computable length. That is, the classes $\mathbb{C}_N$ and $\mathbb{C}_C$ are point-separable.

Proof. Let $K$ be an $N$-computable curve of a non-computable length and let $\mathbb{C}_C = \{C_i : i \in \mathbb{N}\}$ be a (not necessarily effective) enumeration of all computable curves of computable length. By Lemma 4.1 the intersection $B_i := K \cap C_i$ is a nowhere dense set for any $i$. Thus, the set $B := \bigcup_{i \in \mathbb{N}} (K \cap C_i)$ is a meager set. This implies immediately that $K \setminus B \neq \emptyset$. That is, there is a point on $K$ which is not on $C_i$ for all $i \in \mathbb{N}$.

Theorem 4.2 answers, even in a stronger sense, the question of Gu, Lutz and Mayordomo [5] that whether there exists a point which lies on a computable curve of finite length but is not covered by any computable curve of computable length, because their notion of computable curves is the $R$-computable curves.
5. POINT-SEPARABLE CLASSES OF COMPUTABLE CURVES

In this section we will prove the point-separability of four versions of the computable curves. The proofs are standard finite injury priority constructions. We sketch only the main ideas, because a priority construction with complete formal details, although it is technically not difficult, will be very long and could hide the essential proof ideas. The detailed explanation about the injury priority construction can be found in [15].

Remember that a function \( f : [0, 1] \to \mathbb{R}^2 \) is computable if there is a Turing machine \( M \) which computes \( f \) in the sense that \( M \) transfers any sequence \((t_s)\) of rational numbers which converges effectively to \( t \in [0, 1] \) to a sequence \((z_s)\) of rational points which converges effectively to \( f(t) \). Equivalently, \( f \) is computable if and only if there is a computable sequence \((p_n)\) of rational polygon functions \( p_n : [0, 1] \to \mathbb{R}^2 \) which converges to \( f \) uniformly and effectively. For technical simplicity, we can understand in this section that a Turing machine \( M \) computes a function \( f \) means that \( M \) computes a sequence \((f_s)\) of rational polygon functions which converges to \( f \) uniformly effectively, i.e., \( |f(t) - f_s(t)| \leq 2^{-s} \) for all \( s \in \mathbb{N} \) and \( t \in [0, 1] \).

Let \((M_e)\) be an effective enumeration of all Turing machines such that \( M_e \) computes a computable sequence \((\varphi_{e,s})\) of rational polygon functions defined on \([0, 1]\) in the sense that \( M_e(s) = \varphi_{e,s} \). If the sequence \((\varphi_{e,s})\) converges to \( \varphi_e \) uniformly effectively, then \( M_e \) computes the function \( \varphi_e \) which can be regarded as a parameterization of an \( R \)-computable curve \( C_e \). The polygon curve defined by \( \varphi_{e,s} \) is denoted by \( C_{e,s} \). If \( M_e \) doesn’t compute a computable sequence of rational polygons, or the sequence doesn’t converge effectively, then we say that \( M_e \) computes only an empty curve, i.e., \( C_e = \emptyset \). Therefore, \((\varphi_e)\) is an effective enumeration of all \( R \)-computable curves.

Now we are ready to show that the classes \( C_K \) and \( C_R \) are point-separable. Our proof will use the following fact about the “sweep” of a continuous function.

Let \( f : [a, b] \to \mathbb{R}^2 \) be a continuous function, let \( q \in \text{range}(f) \) be a point and \( \delta > 0 \) be a constant. An interval \([t_0, t_3] \subseteq [a, b] \) is called a \((q, \delta)\)-sweep of \( f \) if there is a point \( p \) in the range of \( f \) such that \( |p - q| = \delta \) and the function \( f \) travels from \( q \) to \( p \), turns back to \( q \) and then go through \( p \) and forward again. In other words, there are \( t_1, t_2 \) with \( t_0 < t_1 < t_2 < t_3 \) such that \( f(t_0) = f(t_2) = q, f(t_1) = f(t_3) = p \) and \( f(t_0, t_1) = f(t_1, t_2) = f(t_2, t_3) \). In other words, \( f \) retraces the curve segment between \( q \) and \( p \) two times.

**Lemma 5.1.** Let \( a < b \) and let \( f : [a, b] \to \mathbb{R}^2 \) be a continuous function. For any constant \( \varepsilon > 0 \), there can be at most finitely many \((q, \delta)\)-sweeps where \( q \in \text{range}(f) \) and \( \delta \geq \varepsilon \).

**Proof.** Since \( f \) is also uniformly continuous on the interval \([a, b] \), there exists a \( \delta' > 0 \) such that \( |f(t) - f(t')| < \varepsilon \) if \( |t - t'| < \delta' \). Now, suppose that \([t_0, t_3] \subseteq [a, b] \) is a \((q, \delta)\)-sweep of \( f \) for some \( q \in \text{range}(f) \) and \( \delta \geq \varepsilon \), then we have \( |t_0 - t_3| \geq 3\delta' \). If there is another \((q, \delta)\)-sweep \([s_0, s_3] \) which is, say, inside the interval \([t_0, t_1] \), then if forces the interval length \( |t_3 - t_0| \) to be greater than \( 5\delta' \). Therefore, any \((q, \delta)\)-sweep, no matter nested or not, costs at least a length \( 2\delta' \) of the interval \([a, b] \). This implies immediately that the finite interval \([a, b] \) can contain only finitely many such sweeps. \( \square \)

**Theorem 5.2.** There exists a rectifiable \( K \)-computable curve \( K \) and a point \( z \) on \( K \) such that \( z \) does not belong to any \( R \)-computable curve \( C \).

**Proof.** By Corollary 2.5, a rectifiable curve \( K \) is \( K \)-computable iff there is a computable sequence \((K_n)\) of rational polygons which converges to \( K \) effectively in the sense that \( d_H(K_n, K) \leq 2^{-n} \) for all \( n \). In the following, we will construct such a computable sequence.
\((K_n)\) of rational polygons which converges effectively to a curve \(K\), and at the same time we construct also a computable sequence \((z_n)\) of rational points which converges to a point \(z\) on \(K\). Let \(K_s\) and \(z_s\) be the candidates constructed at the stage \(s\).

Let \((M_e)\) be an effective enumeration of all Turing machines and let \((C_e)\) be the corresponding enumeration of all \(R\)-computable curves. Thus, it suffices to guarantee that the constructed \(K\)-computable curve \(K\) and the point \(z\) on \(K\) satisfy, for all \(e \in \mathbb{N}\), the following requirements:

\[ R_e : \text{The point } z \text{ does not belong to } C_e. \]

We explain the strategy to satisfy a single requirement \(R_e\) first.

Suppose, at stage \(s + 1\), that a rational polygon \(K_s\) and a point \(z_s\) on \(K_s\) are defined. In addition, we have also defined a neighborhood \(B_{e-1,s}\) which contains the point \(z_s\) as well as part of \(K_s\). The new rational polygon \(K_{s+1}\) will be defined by, if it is necessary, changing part of polygon of \(K_s\) within the neighborhood \(B_{e-1,s}\). Meanwhile, we construct a new neighborhood \(B_{e,s+1} \subseteq B_{e-1,s}\) which contains the new point candidate \(z_{s+1}\) on the polygon \(K_{s+1}\) such that \(B_{e,s+1}\) is disjoint from the curve \(C_e\). In this way, we can guarantee that the point \(z := \lim z_s\) is on the curve \(K := \lim K_s\), but not on the curve \(C_e\). That is, the requirement \(R_e\) is satisfied.

For simplicity, let \(B_{e-1,s}\) be the box of a side-length \(\delta_{e,s} \leq 2^{-(2e+2)}\) centered at the point \((\delta_{e,s}/2, 0)\) and the polygon \(K_s\) contained in this box is simply the line segment \(J := [(0, 0), (\delta_{e,s}, 0)]\). Suppose now that \(\varphi_e\) is a total function and \(C_e\) intersects with \(B_{e-1,s}\), otherwise, we need do nothing. Let \(J_e\) be the part of \(C_e\) in the box \(B_{e-1,s}\). If \(J \not\subseteq J_e\), then, by Lemma 5.3, we can find a new neighborhood \(B_{e,s+1} \subseteq B_{e-1,s}\) and a point \(z_s \in B_{e,s+1} \cap K_s\) such that \(J_e \cap B_{e,s+1} = \emptyset\) and hence the requirement \(R_e\) is satisfied. Notice that, \(J \subseteq J_e\) can be determined, say, by finding a rational point \(q \in J\) such that \(d_H(q, J_e) > 2^{-(t+1)}\), for some \(t \leq s\), where \(J_{e,t}\) is the intersection of \(C_{e,t}\) with \(B_{e-1,s}\). Note that, we can always compute the curve \(C_{e,t}\) by the computation of \(M_e(t) := \varphi_{e,t}\) up to \(s\) steps which is denoted by \(M_{e,s}(t)\).

We consider now the case that \(J \subseteq J_e\). By Lemma 5.1, \(\varphi_e\) can have at most finitely many \((q, \delta)\)-sweeps for any \(q \in J\) and \(\delta \geq \varepsilon = \delta_{e,s}/4\). Therefore, there must be a rational point \(q\) and an \(\varepsilon_1\)-neighborhood \(V_{\varepsilon_1}(q)\) of \(q\) such that \(\varphi_e\) does not have a \((q_1, \delta)\) sweep for all \(q_1 \in V_{\varepsilon_1}(q)\) and \(\delta \geq \varepsilon\). We can find such a \(q\) by calculating \(\varphi_e\) to sufficient precision, that is, by calculating \(\varphi_{e,t}\) for sufficiently large \(t \leq s\). Otherwise, either \(\varphi_e\) is not a total function, or \(J\) is not contained in \(C_e\). Here, “calculating \(\varphi_e\) to sufficient precision” means we try to find a maximum \(t \leq s\) such that the computations \(M_{e,s}(0), M_{e,s}(1), \cdots, M_{e,s}(t)\) all halt, and \(t\) is large enough such that the precision \(2^{-t}\) is good enough to determine the “no-sweep” case.

Suppose that we already find the rational point \(q := (q, 0)\) such that \(\varphi_e\) does not have any \((q, \varepsilon)\)-sweep. Then we define the new polygon \(K_{s+1}\) by replacing the linear segment \(J' := [(q + \varepsilon, 0), (q + 2\varepsilon, 0)]\) by the polygon \(J'' := [(q + \varepsilon, 0), (q, \delta), (q + 2\varepsilon, 0)]\), where \(\delta := \min\{2^{-s+1}, \varepsilon\}\). Apparently, we have \(d_H(K_{s+1}, K_s) \leq \delta < 2^{-s}\).

After this change, the constructed new polygon \(K_{s+1}\) is different enough from the curve \(C_e\) so that, by Lemma 3.3, we can find a new neighborhood \(B_{e,s+1} \subseteq B_{e-1,s}\) and a point \(z_{s+1} \in B_{e,s+1} \cap K_{s+1}\) such that \(C_e \cap B_{e,s+1} = \emptyset\) and hence the requirement \(R_e\) is satisfied. For technical reasons, we should also choose the new neighborhood \(B_{e,s+1}\) small enough such that it doesn’t contain any other \(z_t\) for \(t \leq s\).
Notice that, in the above construction, the line segment $J'$ of length $\varepsilon$ of $K_s$ is replaced by $J''$ which is a polygon of two line segments of the lengths $\sqrt{\varepsilon^2 + \delta^2}$ and $\sqrt{(2\varepsilon)^2 + \delta^2}$, respectively. Therefore, the length-increment of the new polygon can be estimated as follows:

$$l(K_{s+1}) - l(K_s) = \sqrt{(2\varepsilon)^2 + \delta^2} + \sqrt{\varepsilon^2 + \delta^2} - \varepsilon \leq \sqrt{(2\varepsilon)^2 + \varepsilon^2} + \sqrt{\varepsilon^2 + \varepsilon^2} - \varepsilon$$

$$\leq 4\varepsilon - 4 \cdot 2^{-(2\varepsilon + 2)} = 2^{-2\varepsilon}.$$

To satisfy all requirements $R_i$ simultaneously, we need the technique of the finite injury priority construction. We say that a requirement $R_i$ has a higher priority than $R_j$ if $i < j$. At any stage $s$, we have to construct a finite sequence $(B_{i,s})_{i \leq a_s}$ of the neighborhoods and a finite sequence of rational points $(z_{i,s})_{i \leq a_s}$ for some natural number $a_s$, in addition to the rational polygon $K_{s}$, such that

$$B_{0,s} \supseteq B_{1,s} \supseteq \cdots \supseteq B_{a_s,s} \text{ and } (\forall i \leq a_s)(z_{i,s} \in B_{i,s} \cap K_s)$$

and that $B_{i,s}$ is disjoint from the curve $C_i$. The neighborhood $B_{j,s}$ has to be canceled (by the fact that $a_i < j$) at some stage only if a new neighborhood $B_{i,t}$ is redefined at the stage $t$ for some $i < j$. In this case, The requirement $R_j$ is injured. Whenever a box $B_{i,s}$ is defined according to the strategy mentioned above, it is not necessary to redefine it again unless $R_i$ is injured by a requirement of higher priority. By an simple induction it is not difficult to prove that any requirement $R_i$ can be injured no more than $2^i - 1$ times and $B_i$ needs to be redefined at most $2^i$ times. Thus, $B_i := \lim_{s \to \infty} B_{i,s}$ exists and $B_i$ is disjointed from $C_i$. Similarly, $z_i := \lim_{s \to \infty} z_{i,s}$ exists too and $z_i \in B_i$. Because $B_{i+1} \subseteq B_i$ and the size of $B_i$ converges to zero if the index $i$ goes to infinity, the limit $z := \lim_{i \to \infty} z_i$ exists and $z$ is a point on the curve $K := \lim_{s \to \infty} K_s$. Here the existence of the limit and the $K$-computability of the limiting curve $K$ follows from the Corollary [2,5]. The point $z$ belongs to all neighborhoods $B_i$ and hence is disjointed from all curves $C_i$. Therefore, $z$ is a point on a $K$-computable curve but is never covered by an $R$-computable curve.

Finally, we can show that the limiting curve $K$ has a finite length. Notice that, for each $i$, the curve length can be increased by the actions for $R_i$ at most $2^i$ times, while it can increase at most $2^{-2i}$ each times. This means that the total length-increment caused by $R_i$ is bounded by $2^{-i}$. Therefore the total length of $K$ must be finite. \[\square\]

In the following, we will show that the classes of $R$-computable curves, $M$-computable curves and $N$-computable curves are all point-separable. Because the proofs are finite injury priority constructions similar to that of Theorem [5,2], we just give sketches of the proofs.

**Theorem 5.3.** There exists a rectifiable $R$-computable curve $K$ and a point $z$ on $K$ such that $z$ does not belong to any $M$-computable curve $C'$. 

\[\]
Proof. (Sketch) We need only to construct an \( \mathbb{R} \)-computable curve \( K \) and a point \( z \) on \( K \) which satisfy, for all \( i \in \mathbb{N} \), the requirements

\[
R_i : \text{If } \varphi_i \text{ is an injective parametrization of } C_i, \text{ then } z \text{ is not on } C_i.
\]

where \( (\varphi_i) \) is a computable enumeration of all (possibly partial) computable functions \( \varphi_i : [0,1] \to \mathbb{R}^2 \). The \( \mathbb{R} \)-computable curve \( K \) is defined as the limit of a computable sequence \( (K_s) \) of rational polygons which converges to \( K \) effectively in the sense that \( d_H(K, K_s) \leq 2^{-s} \) for all \( s \). At the same time, we also construct a computable sequence \( (f_s) \) of real functions \( f_s : [0,1] \to \mathbb{R}^2 \) such that \( f_s \) is a computable parametrization of \( K_s \), and the sequence \( (f_s) \) converges effectively to a computable function \( f \) which is a parametrization of \( K \). This guarantees that \( K \) is an \( \mathbb{R} \)-computable curve. In addition, we construct a sequence \( (z_s) \) of points such that \( z_s \) is on the polygon \( K_s \) and disjoint from \( C_i \), and \( (z_s) \) converges to a point \( z \) on \( K \).

The sequences \( (K_s), (f_s) \) and \( (z_s) \) are constructed in stages by a finite injury priority method. We explain the idea of how to satisfy a single requirement \( R_i \) only.

Suppose that, at some stage \( s \), we have defined a rectangular box \( B_i \) of a side length \( a := 2^{-b} \) which contains a segment of the polygon \( K_s \) constructed so far, where \( b = \max\{s, 2i+3\} \). For simplicity, let \( B_i \) be the box centered at the point \((a/2, 0)\) and let \( l_0 = [(0, 0), (a, 0)] \) be the line segment of the polygon \( K_s \) in \( B_i \). Suppose also that the parametrization \( f_s \) defined at the stage \( s \) retraces the line \( l_0 \) three times, that is, it starts at \((0, 0)\), goes to \((a, 0)\), back to \((0, 0)\) and then goes forward to \((a, 0)\). Because the length of \( l_0 \) is bounded by \( 2^{-s} \), we can always define \( f_s \) in this way without violating the effective convergency of the sequence \( (f_s) \).

Similar to the proof of Theorem 5.2 calculating \( \varphi_i \) to sufficient precision so that we can determine the following cases.

Case 1. If \( C_i \) is disjoint from \( B_i \), then we need to do nothing.

Case 2. If \( C_i \) intersects the box \( B_i \) and \( C_i \) closely passes the segment \( l_0 \) only once. In this case, replace the segment \( l_0 \) by a Z-sweep \( l_1 \) of height \( \delta \): \( l_1 := [(0,0), (a,\delta), (0,-\delta), (a,0)] \).

Where \( \delta > 0 \) is a sufficiently small rational number.

\[\text{Figure 3: A Z-sweep polygon } l_1\]

Case 3. \( C_i \) is close to \( l_0 \) and also has Z-sweep near \( l_0 \). Notice that \( l_0 \) dose not have a Z-sweep. We do nothing in this case.

In both cases 2 and 3, since the new polygon \( l_1 \) is sufficiently different from \( C_i \), by Lemma 3.3 we can choose a new box \( B'_i \subseteq B_i \) which contains part of \( l_1 \) and choose a point \( z \) on \( l_1 \) in the box \( B'_i \). This new box \( B'_i \) and the new point \( z \) can be used as witnesses for
the requirement $R_i$. In addition, to guarantee the finite length of the limiting curve, we should choose $\delta \leq \min\{a, 2^{-s(2i+1)}\}$ if it is implemented at the stage $s$. Then we can redefine the parametrization $f_{s+1}$ of $K_{s+1}$ (which contains $l_1$) such that $|f_s(t) - f_{s+1}(t)| \leq 2^{-(s+1)}$. This is possible because the original parametrization $f_s$ traces the $l_0$ three times which is very close to the $Z$-sweep of $l_1$. This guarantees that the function sequence $(f_s)$ converges effectively.

On the other hand, we can estimate the length of $l_1$ as follows:

$$l(l_1) = 2\sqrt{a^2 + \delta^2} \leq 2\sqrt{2 + \sqrt{5}}a \leq 6a$$

Therefore, the length of the polygon $l_1$ differs from $l_0$ by no more than $5a \leq 2^{-2i}$. Since the requirement $R_i$ will be injured at most $2^i - 1$ times and the curve can be increased due to the strategy for $R_i$ at most $2^i$. Thus, the limiting curve is of a finite length.

The strategy described above can be used to satisfy all requirements $R_i$ simultaneously by a finite injury priority method. The detailed construction is very similar to the proof of Theorem 5.2 and is omitted here.

Finally, we show the difference between $M$- and $N$-computability of curves.

**Theorem 5.4.** There exists a rectifiable $M$-computable curve $K$ and a point $z$ on $K$ such that $z$ does not belong to any $N$-computable curve $C'$. That is, the classes $C_M$ and $C_N$ are point-separable.

**Proof.** (Sketch) We will use the priority technique again to construct an $M$-computable curve $K$ and a point $z$ on $K$ such that the following requirements are satisfied

$R_i$ : If $\varphi_i$ is a length-normalized parametrization of $C_i$, then $z$ is not on $C_i$.

Again, we want to construct a computable sequence $(K_s)$ of rational polygons and a computable sequence $(f_s)$ of injective functions which converges to the curve $K$ and the computable function $f$, respectively, such that $f$ is an injective parametrization of $K$. At the same time, we also construct a sequence $(z_s)$ of points which converges to a point $z$ on $K$, but $z$ is disjoint from all $C_i$.

The strategy for satisfying a single requirement $R_i$ is to find a neighborhood $B_i$ which is disjoint from $C_i$ and which contains a segment of $K$ and a point $z$ on this segment. To guarantee that the curve $K$ has a finite length, similar to the proofs of Theorem 5.2 and 5.3 we should choose $B_i$ so that the length of the curve is increased at most $2^{-(2i)}$. For simplicity, suppose that $B_i$ is a neighborhood of size $2^{-2i}$ centered at $(2^{-2i+1}, 0)$ and let $B_i$ be our first candidate of the witness neighborhood. Suppose in addition that the line segment $J$ connecting $(0, 0)$ and $(2^{-2i}, 0)$ is the segment of $K$ in the box $B_i$. Let $f'$ be an injective computable parametrization of the (current candidate of) $K$.

Suppose that $C_i$ is an $N$-computable curve and $\varphi_i$ is a length-normalized parametrization of $C_i$. Just wait until the Turing machine $M_i$ can compute $\varphi_i$ to sufficient precision. As long as $C_i$ is disjoint to $B_i$, we need to do nothing. If $C_i$ does intersect with $B_i$, but is not close to the segment $J$, then we can apply Lemma 5.3 to choose a new neighborhood $B_i' \subseteq B_i$ which contains part of $J$ but is disjoint from $C_i$. Otherwise, suppose that $C_i$ is very close to the segment $J$. That is, there are $t_1, t_2 \in [0, 1]$ such that the segment $\varphi_i([t_1, t_2])$ almost coincides with $J$. Then compute the middle point $\varphi_i((t_1 + t_2)/2)$ of the segment $\varphi_i([t_1, t_2])$ and check if it is close to the middle point of $J$. If it is not the case, then $\varphi_i$ is not length-normalized and we are done. Otherwise, replace the segment $J$ by a polygon...
\( J' \) which double the length of the first half of the segment \( J \) (i.e. the part from \((0,0)\) to \((2^{-(2i+1)},0)\)) by introducing small zigzags like the graph in Figure 4.

![Figure 4: A new polygon \( J' \) with doubled length of the first half segment.](image)

Denote the new (whole) polygon by \( K_s \). At the same time, modify the function \( f' \) to a new injective function \( f_s \) such that \( f_s \) is a computable parametrization of \( K_s \). Now the part of \( K_s \) in \( B'_i \) is different enough from the curve \( C_i \) and hence we can apply Lemma 3.3 to find a point on \( K_s \) and a neighborhood \( B'_i \subseteq B_i \) of \( z \) which is disjoint from \( C_i \).

By a standard priority construction, the curve \( K \) can be constructed as the effective limiting curve of a computable sequence \( (K_s) \) of rational polygons, and \( K \) has an injective computable parametrization \( f \) which is the limit of a computable sequence \( (f_s) \) of injective functions. In addition, the limit \( z := \lim z_s \) is a point on \( K \) which is disjoint from any \( C_i \), if \( C_i \) is \( N \)-computable.
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