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ABSTRACT. We identify a notion of reducibility between predicates, called instance re-
ducibility, which commonly appears in reverse constructive mathematics. The notion can
be generally used to compare and classify various principles studied in reverse constructive
mathematics (formal Church’s thesis, Brouwer’s Continuity principle and Fan theorem,
Excluded middle, Limited principle, Function choice, Markov’s principle, etc.). We show
that the instance degrees form a frame, i.e., a complete lattice in which finite infima
distribute over set-indexed suprema. They turn out to be equivalent to the frame of upper
sets of truth values, ordered by the reverse Smyth partial order. We study the overall
structure of the lattice: the subobject classifier embeds into the lattice in two different
ways, one monotone and the other antimonotone, and the ——-dense degrees coincide with
those that are reducible to the degree of Excluded middle.

We give an explicit formulation of instance degrees in a relative realizability topos, and
call these extended Weihrauch degrees, because in Kleene-Vesley realizability the ——-dense
modest instance degrees correspond precisely to Weihrauch degrees. The extended degrees
improve the structure of Weihrauch degrees by equipping them with computable infima
and suprema, an implication, the ability to control access to parameters and computation
of results, and by generally widening the scope of Weihrauch reducibility.

1. INTRODUCTION

A common way of proving an implication between two universally quantified statements,

(Vy € B.y(y)) = (Vo€ A.o(z)),

is to show that for every x € A there exists y € B such that ¥ (y) implies ¢(z). The technique
is prevalent in constructive reverse mathematics where we compare undecided universally
quantified statements. For example, the total ordering of reals implies the Limited principle
of omniscience (LPO),

(Vz,yeR.z<yVy<z) = VYae2V. (Vn.a, =0)V (3n.a, =1), (1.1)

by such a reduction: given a € 2V, construct the real x = lim,,_, oo 2~ ™intkENar=1Vk=n} 41
note that x < 0V 0 < z implies (Vn.a, = 0) V (In.ay, = 1). One can find many other
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examples of the method, which therefore deserves to be named. Let us write ¢ C A to
indicate that ¢ is a predicate on A.

Definition 1.1. A predicate ¢ C A is instance reducible to a predicate v C B, written
(¢7A) SI (va) or jUSt ¢ Sl wv when

Ve e A.Jy € B.Y(y) = ¢(x). (1.2)

We say that ¢ and v are instance equivalent, written (¢, A) = (¢, B) or just ¢ = v,
when ¢ <; ¢ and ¢ <| ¢. The equivalence class of a predicate ¢ with respect to = is its
instance degree.

It is clear that <| is a preorder (reflexive and transitive) in which harder problems are
higher up. There is no shortage of instance degrees, just consider the principles that are
commonly studied form a constructive point of view: Excluded Middle and its various special
cases, such as the Limited Principle of Omniscience (LPO), Brouwer’s Fan and Continuity
Principles, Markov Principle, Church’s Thesis, etc. The relationships between these are
well-known [Ish06], and shall not be rehashed here.

Overview. In the first part of the paper (section 2), which presupposes basic familiarity
with intuitionistic logic, we study instance reducibilities, show that they form a frame, and
enjoy a rich structure. The second part (section 3) is written classically and relies on the
first part only superficially. It starts with a brief overview of relative realizability models,
and continues with a calculation of an explicit description of instance reducibility in such
models. We relate instance reducibility to Weihrauch reducibility and show that the former
is a proper extension of the latter. We study several examples (section 4) that demonstrate
how the extended Weihrauch reducibility increases the scope of the subject.

2. INSTANCE REDUCIBILITY

In this section we work in intuitionistic logic without countable choice. To be formally precise,
the text may be interpreted in the internal language of an elementary topos [JL86, LM92],
although we shall not rely on the topos-theoretic machinery, nor do we expect the reader to
be familiar with it.

2.1. Instance degrees and the Smyth preorder. The instance degrees form a large
preorder whose carrier is the proper class of all predicates on all sets. Let us show that the
preorder is essentially small, i.e., it is equivalent to a small one.

Recall that a preorder (L,<p) is a reflexive transitive relation. Its symmetrization =p,
is the equivalence relation defined by x =p y <= = <p y Ay <p x. The quotient L/=|,
is partially ordered by the relation induced by <. Preorders (L,<p) and (K, <f) are
equivalent when they are equivalent as categories, i.e., there are monotone maps f : L — K
and g : K — L such that f(g(y)) =g y for all y € K and g(f(z)) =p x forall z € L. If L
and K are equivalent then L/=j and K /= are isomorphic.

In a partially ordered set (L, <), the upper closure of S C L is the set

tS={yeLl|3xeS.x <y}
The (reverse) Smyth preorder [Smy78] on the power set P(L) is defined by
S <gT < 15 C11T,



Vol. 18:3 INSTANCE REDUCIBILITY AND WEIHRAUCH DEGREES 20:3

or equivalently Vo € S.3y € T'.y < x. (Beware, the Smyth preorder is normally defined
in the opposite way, but we prefer to turn it upside down to match harder instances being
higher up.)

We write  for the set of all truth values. It may be identified with the powerset P({x})
of a singleton, with () representing falsehood and {x} representing truth. Unless specified
otherwise, a power set P(L) is always partially ordered by C.

Proposition 2.1. The preorder of instance reducibilities is equivalent to the Smyth preorder
on P(2).

Proof. A predicate ¢ C A corresponds to its image
im(g) ={peQ|Jrecld.p=9¢(x)} €P().

Conversely, S C Q corresponds to the predicate ¢g C S classified by the inclusion, ¢g(p) =
p. One checks easily that these correspondences are monotone with respect to instance
reducibility and the Smyth preorder, and that they constitute an equivalence. []

The collection U(L) = {S C L | 1S = S} of the upper sets ordered by C is a frame in
which infima and suprema are computed as intersections and unions, respectively. Upper
closure 1 : P(L) — U(L) is the poset reflection of the Smyth preorder. The partial order of
instance degrees is therefore isomorphic to the frame ¢(£2), and in a sense that is all that
needs to be said. Nevertheless, let us spell out the ordered-theoretic structure of instance
degrees directly in terms of predicates, and study it a bit more closely.

2.2. Transfer of predicates along maps. It often happens that a reduction (¢, A) <
(¢, B) is accomplished by means of a map f : A — B such that ¢¥(f(x)) = ¢(z) for all
x € A, in which case we say that f witnesses the reduction ¢ <; . Not all reductions
need be witnessed by maps, for in general there may be no choice map for (1.2).

A predicate ¢ C B may be transferred along a map f: A — B to a predicate f*¢ C A,
defined by

(S ) (x) = »(f(2)).

In the other direction, a predicate ¢ C A may be transferred to one on B in two ways, using
either the existential or the universal quantifier, to give predicates V¢ C B and 3;¢ C B,
defined by

(Vro)y) <= Vo e A f(z) =y = ¢(z)
(Fro)y) <= Fr e A. f(x) =y A ().

Lemma 2.2. Let f: A — B be a map, € A and ¢ C B. Then f* <; ¢ and ¢ <, V.
If f is surjective then also ¢ <| f* and 37 < ¢.

Proof. The first two reductions are witnessed by f. If f is surjective then we obtain the
remaining two reductions by reducing y € B to x € A such that f(z) =y. L]

When the map f in the previous lemma is a projection 7 : A x B — B and A is
inhabited, we obtain for any ¢ C A x B

(Elwld)) SI ¢ SI (Vﬂ'1¢)7

which is more memorable with the abuse notation
(Fz e A.d(z,y) <1 o(z,y) <1 (Vo e A g(x,y)).
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2.3. The order-theoretic structure. By Proposition 2.1 the instance degrees form a
frame, whose structure we describe explicitly in this section.

Proposition 2.3. The instance degrees form a bounded distributive lattice.

Proof. The empty predicate ) C () on the empty set is instance reducible to every other
predicate and so it represents the smallest instance degree L.

The largest instance degree TI is represented by the empty predicate # C 1 on the
singleton 1 = {x}, or more generally by any predicate ¢ C A with a counter-ezample, which
is a € A such that —¢(a).

The supremum of ¢ C A and ¢ C B is the predicate ¢ LI v, defined as follows. Let
A + B be the disjoint union with canonical inclusions ¢t : A —+ A+ B and 15 : B - A+ B.
Define ¢ iy on A+ B by

(@U)(u(z)) <= ¢(x) and  (9UP)(2(y)) < (y).
The reductions of ¢ and 1 to ¢ LI ¢ are witnessed by the canonical inclusions.

The infimum of ¢ C A and ¥ C B is the predicate ¢ My C A x B, defined by

(@NY)(z,y) <= o(x)Vi(y).
The canonical projections witness reductions of ¢ My to ¢ and 2.
The distributivity laws are easily checked. We only indicate how to prove

(pUyp)No < (M) L (Y 110),
for all p C A, v C B, and § C C. The reduction is witnessed by the canonical isomorphism
(A+B)xC — (AxC)+ (B xC)solong as, for any x € A,y € B, and z € C,

(¢(z) VO(2)) A (¥(x) VO(z))  implies  (¢(z) Ap(y)) vV O(2),
which is just distributivity of disjunction over conjunction. L]

Proposition 2.4. The instance degrees form a Heyting algebra.

Proof. We only have to define implication. Given ¢ C A and 1 C B, define the set
(AaB)={peQ|VzreA.Jye B.yY(y) = ¢(z)Vp},
and the predicate ¢ 31 on A 3 B by (¢ 2¢)(p) = p. We need to show that, for all § C C,
0o <1y ifand only if 6 < ¢ T .

To see that 01 ¢ < ¢ implies § <| ¢ 1, it suffices to check that for any z € C we have
0(z) € A O B, which follows directly from the definition of 6 M ¢ and 6 M ¢ < .
Conversely, suppose 0 <| ¢ 1. Consider any z € C' and x € A. Thereispe A B
such that p = 6(z). By definition of A I B there is y € B such that ¥ (y) = ¢(z) V p, and
hence ¥ (y) = 0(z) V ¢(x), as required. ]

The preceding construction of implication is quite obviously just a dressed up version of
implication in U(2). It would be desirable to have a more direct description.

Proposition 2.5. For every set I, the instance degrees have I-indexed suprema.

Proof. Let ¢; C A; be a family of predicates indexed by ¢ € I. We claim that the supremum
of the family is the predicate | |, ;¢; on the coproduct [, ; A;, defined by

(Wicr®i)(u) <= Fiel.3xve Aj.u=1(x)A i),
where ¢; : A; — ][

iel A; is the i-th canonical inclusion.
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For any j € I, the reduction ¢; < | |;c;¢; is witnessed by ¢;, so | |;¢; is an upper bound
of all the ¢;’s. To prove it is the least upper bound, consider any common upper bound
§ C C of the predicates ¢;. Given any u € [[, A; there are (unique) j € I and = € A;
such that u = ¢j(z). Because ¢; <; 6 there is y € C such that §(y) = ¢;(x), therefore
0(y) = (L;¢i)(u) and hence | |,¢; < 8, as required. []

Proposition 2.6. For every set I, the instance degrees have I-indezxed infima.

Proof. Let ¢; C A; be a family of predicates indexed by ¢ € I. For the underlying set of
the infimum of the family we take the product [[;.; P4 (A;), where P, (X) is the set of all
inhabited subsets of X. We define the predicate [, ;¢; by

([ ier®i)(f) <= Jiel.3xc f(i).di(x). (2.1)
For any j € I, the reduction [|,c;¢; < ¢; is proved as follows. Given any f €
[Lic; P+ (As), there exists € f(j) because f(j) is inhabited. If ¢;(x) then ([, ¢:)(f)
by (2.1).
To prove that [],.;¢; is the greatest lower bound, consider any common lower bound
Y C B of the predicates ¢;. The desired reduction ¢ < [],c;¢; is witnessed by the map
r: B = [[;c; P+(A;), defined by

r(2)(i) = {z € Ai [ ¢i(x) = ¥(2)}.
For every i € I, r(z)(i) is inhabited because 1 < ¢; and so there is x € A; such that ¢;(x)
implies 1/(z). The map r witnesses the reduction because, for any z € B, if ([ ],c;¢:)(r(2))
then there exists ¢ € I and = € r(z)(i) such that ¢;(x), but then ¢(z) follows because
¢i(x) = 9(z) by the definition of r. ]

2.4. Instance reducibilities and projective sets. Recall that I is a projective set when
every I-indexed family (A;);c; of inhabited sets has a choice function, i.e., the product
[Lic; Ai is inhabited. Equivalently, a set I is projective if every total relation on I has a
choice function:

(Viel.3ze A.¢(i,z)) = 3f : AL . VieI.¢3,f(i)).

In section 3 we shall interpret instance reducibility in realizability toposes, which validate
Aczel’s presentation axiom [Acz78|. “Every set is the image of a projective set.” It will
be useful to know a couple of consequence of Aczel’s axiom.

Proposition 2.7. If the presentation axiom holds then every predicate is instance equivalent
to a predicate on a projective set.

Proof. If $ C A and e : B - A is a cover of A by a projective set B, then ¢ = ¢*¢ by
Lemma 2.2. ]

When an infimum is indexed by a projective set, a simpler formula than the one given
in Proposition 2.6 can be used. Given a family of predicates ¢; C A; indexed by i € I with I
projective, define the predicate H;e 1®; on the product [[..; A; by

(Mier@)(f) == Fi € I.¢i(f(i)).

We claim that H;el‘bi = [ ;e;®i- The reduction |_|;elcz52- <i [ lier®: is witnessed by the map
which takes f € [[;c; Ai to the map i — {f(i)}. For the opposite reduction, consider any
g € [licr P+(Ai). Because I is projective there is a choice map ¢ € [[;c; A; such that
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c(i) € g(i) for all ¢ € I. If there is j € I such that ¢;(c(j)) then ([];c;A:)(g) holds because
j and ¢(j) witness (2.1) for g.

2.5. Reduction to many instances. Occasionally a single instance of ¢ reduces to many
instances of 1. Such variants are captured by the following operation.

Definition 2.8. For any set I and a predicate ¢ C A define the I-parameterization of
é to be the predicate o) C Al defined on the set Al of all functions from I to A by

oO(f) = Viel.o(f(0).
Proposition 2.9. The following hold for all ¢ C A and ¢ C B:
(1) If I is inhabited then ¢ <, ¢\,
(2) If I is a retract of J then ¢) < (7).
(3) If I is projective then ¢ <, 1 implies (1) < (1),
Proof. The first statement is witnessed by the map taking x € A to the constant map ¢ — .
The second statement is witnessed by the map taking f € A to for € A/, where r: J — I
is a retraction, so that it has a right inverse s : I — J. To verify the third statement,

consider any f € A!. Since I is projective and ¢ <, 1) is assumed, there exists g : I — B
such that v(g(i)) = ¢(f(i)) for all i € I, hence ¥ (g) = oD (f). []

A reduction of ¢ C A to v C B which uses a fized number n of instances of 1 for
every instance of ¢ is just instance reducibility of ¢ to (") where [n] = {1,...,n} because
¢ <1 ") unfolds to

Vo€ A.3yr,...,yn € B b(y1) A= Ap(yn) = d().

This is not to be confused with the reduction of ¢(z) to a wvariable finite number n of
instances ¥ (y1), ..., %(yn), which is expressed as

b < |_|7Z€N¢([n])7

as it unfolds to
Vee A.In e N.Jy1,....yn € B.Y(y1) A+ Ap(yn) = o(x).

A third possibility is ¢ <; (™) which reduces an instance ¢(z) to countably many instances

WZ/O), 1#(341% w(yZ), ..

In the Smyth preorder on P(2) the I-parameterization is easily seen to amount to
passing to I-indexed intersections: the I-parameterization of S € P(Q) is

SO —fpeq|3feAl paviel.fi)}.

2.6. Embedding of truth values. Given any set A let T4 be the always true predicate
on A, and let 1 = {x} be the singleton set containing the element x. For each truth value
p € Q define its extent ||p|| = {z € 1| p}.

Proposition 2.10. The principal ideal of instance degrees below Ty is equivalent to the
poset Q of truth values, ordered by implication = .
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Proof. First observe that, for a predicate ¢ C A, the reduction ¢ <, Ty is equivalent to
Va € A.¢(x), therefore the predicates below Ty are precisely those of the form Ty4.
The desired equivalence of posets is established by the maps

P T”p” and Ta (E|$ eA. T)

of truth values to instance degrees, and vice versa. Indeed, the maps are monotone with
respect to = and <, and it is easy to check that

pe Frelpl.T)  and  Tygeea. ) =i Ta ]

There is another embedding of truth values into instance degrees, which is an anti-
monotone semilattice homomorphism.

Proposition 2.11. The map which takes a truth value p € Q to the predicate p* C 1, defined
by p*(x) = p, is an anti-monotone embedding of Q0 into instance degrees. It satisfies, for all
p,q € Q and predicates ¢ C A:

T = Ty,
J_* =| —|T,
(pVq)* = p"Ng,
Bz e A.¢(x)" = [Nead(x)"

Proof. The map is is an anti-monotone embedding because p* <, ¢* is equivalent to ¢ = p.
The four equivalences are easily checked, one just has to unfold the definitions. []

We can ask what it would take to also have

(PANq)" = p UG,
(Vo e A.d(x)" = Lpead()"

The first equivalence is a special case of the second one, and the second one turns out to be
an instance of the so-called “Drinker Paradox”, provided that A is inhabited.

Proposition 2.12. For a predicate ¢ C A on an inhabited set A, the equivalence

(Vo € A.¢(x))" =i yend(@)”

holds if, and only if,
dr e A.(p(x) = Vy € A.¢(y)). (2.2)

Proof. The reduction | |, é(z)" < (Vo € A.¢(x))" just holds. When we unfold the
opposite reduction (Vo € A.¢(z))* < | |,c40(x)" we obtain

JreA.Juel. (p(z)=VyeA. o)),

which is equivalent to (2.2). []
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2.7. Excluded middle and the ——-dense degrees. We do not yet possess a method for
showing that two given instance degrees actually disagree. For all we know, the instance
degrees might collapse to a very uninteresting lattice.

Proposition 2.13. The following are equivalent:

(1) excluded middle,

(2) every instance degree is equivalent to either 1L, Ty, or T,
(3) instance reducibility is a total order,

(4) every instance degree is either below or above Ti.

Proof. We prove the cycle of implications in the given order.

Assume the law of excluded middle and consider any ¢ C A. If A is empty then ¢ = 1L.
Otherwise, A is inhabited, in which case: if ¢ has a counter-example then ¢ = T, and if it
does not then ¢ = Ti.

The second statement implies the third one because 1L < T; < TT.

The fourth claim is an instance of the third one.

Finally, suppose every instance degree is either below or above T;. To decide p € €2,
compare T with the false predicate on ||p||. If Ty is above it then p, and if T; is below it
then —p. []

A predicate ¢ C A represents the largest instance degree precisely when it has a counter-
example, i.e., an element a € A such that —¢(a). All the other predicates are know as the
——-dense ones.

Definition 2.14. A predicate ¢ C A is =——-dense when it has no counter-example, i.e.,
—-dzx € A.—¢(x), or equivalently Vo € A.——¢(z). A ——-dense instance degree is one
represented by a ——-dense predicate.

If a predicate does not represent the largest instance degree, then it is ——-dense.
However, a predicate which is not ——-dense need not be the largest instance degree because
intuitionistically ——3x € A.—¢(x) does not generally imply 3z € A . —¢(x).

The ——-dense degrees are closely related to the degree of excluded middle, which is
the predicate LEM C Q defined by LEM(p) = (p V —p). Its degree is the same as that of
double negation elimination DNE C ), defined by DNE(p) = (—=—p = p). Indeed, the
usual proofs of implications between the two principles are instance reductions.

Proposition 2.15. An instance degree is —=—-dense if, and only if, it is reducible to the
degree of excluded middle.

Proof. It is simpler to establish the claim by using DNE instead of LEM. If ¢ C A is
——-dense then ¢ <; DNE is witnessed by the map A — 2 taking x to ¢(x). For the converse,
suppose ¢ C A is instance reducible to DNE. Then for any x € A there is p € 2 such that
(=—p = p) = ¢(x), hence =¢ = —(=—p = p), but =(——p = p) is false. ]

The rudimentary structure of instance degrees is summarized in Figure 1. The gray
areas marked with 2 and U are the monotone and antimonotone embedding of € from
Proposition 2.10 and Proposition 2.11, and the area marked with —3— represents the ——-
dense predicates. The precise figure depends on what model of intuitionistic mathematics we
look at. In classical set theory, which validates excluded middle, the picture collapses to just
the three dots representing 11, T1 and TT, while in a properly intuitionistic topos all areas are
plentiful. For example, in the Kleene-Vesley realizability topos, 2 and U are the Medvedev
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A

Figure 1: The lattice of instance degrees

lattice (subsection 4.2), the area —3— contains the Weihrauch lattice (subsection 3.5), and
“Church’s thesis” degree CT from subsection 4.1 resides in U but outside —=3—.

3. INSTANCE REDUCIBILITY IN REALIZABILITY MODELS

We next work out the interpretation of instance degrees in realizability models. For this
purpose we give a brief overview of the relevant concepts and refer to [vO08] for background
material. Henceforth we work in classical mathematics.

3.1. An overview of realizability models. A partial combinatory algebra (pca) is a
set A equipped with a partial binary operation - such that there exist the k, s € A satisfying,
for all a,b,c € A,

k-al, k-a-b = a, s-a-bl, and s-ab-c=(ac)(bc).

Application associates to the left, i.e., a-b-c = (a-b)-c. Above we wrote el to indicate that
the term e is defined, and therefore so are all the subterms. If we use a particular term e
in a statement, we tacitly assume that it is defined. Partial combinatory algebras are so
called because of their combinatorial completeness: given any term e formed using partial
application, elements of A and a variable z, we can construct a € A such that, for all b € A,
if e[b/x]] then a-b] and a-b = e[b/x], and similarly for several variables. The element a
so constructed is denoted [z]e, for example [z]x is the identity combinator which satisfies
([x]x)-b = b. Every pca has a pairing and projections pair, fst,snd € A, which satisfy

fst-(pair-a-b) =a and snd-(pair-a-b) =0.

We also write (a, b) for pairab. A non-trivial pca has an embedding N — A which assigns
to every number n its numeral T in such a way that all partial computable maps are
representable in A. Some well-known pcas are:
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(1) Kleene’s first pca: the natural numbers N with application {m}n which applies the m-th
partial computable function to n;

(2) Kleene’s second pca: the Baire space N with application a/| 3, as described in [vO08,
§1.4.3];

(3) the untyped A-calculus is a pca whose elements are the closed terms, with k = Az y.x
and s = Az yz.(r2) (y=2).

An elementary sub-pca is a subset A’ C A which is closed under application and contains
some k and s suitable for A. For example, the computable sequences (NY).g € NY form an
elementary sub-pca of Kleene’s second pca [vO08, §2.6.9].

From any pca A with an elementary sub-pca A’ C A, the relative realizability topos
RT(A,A’) can be built [vO08, §2.6.9]. Of special significance is the the topos RT(NY, (NV).g)
which embodies Kleene-Vesley realizability [KV65] as well as Type 2 computability [Wei00].
Luckily we need not review the construction of relative realizability toposes because the
simpler categories of assemblies suffice for our purposes, as they often do.

Suppose A is a pca and A’ C A an elementary sub-pca. An assembly S = (|S|,IFg) is
a set |S| with a realizability relation IFg C A x |S|, such that Vz € |S|.3r € A.r kg z.
When r IFg = holds we say that r is a realizer of x. The realizability relation IFg may be
transposed in two ways to give equivalent formulations of assemblies. First, the assembly
S may be seen a set |S| equipped with an existence predicate Eg : |S| — P(A), defined
by Eg(z) = {r € A | r kg x}. Second, the assembly may be seen as a multi-valued
representation, which is a partial map dg : A — P(|S|) defined by ds(r) = {z € |S] | r IFg
x} on the subset {r € A | 3z € |S|.r kg x}. Thus Eg(z) is always inhabited, and so is dg(r)
whenever it is defined.

An assembly S is modest when no two elements share a realizer, i.e., if r IFg x and
rlFs y then x = y. Equivalently, S is modest when the representation dg is single-valued.
An assembly is partitioned when every element has a single realizer, i.e., if r IFg x and
s kg x then r = s. Equivalently, S is partitioned when Eg(z) is a singleton for all z € |S|.

An assembly map f: S — T is a map between underlying sets f : |S| — |T'| for which
there exists r € A’ such that if s |-g  then r-s| and r-s IFp f(z). We say that r tracks or
realizes f.

Identity maps are tracked, and so are compositions of tracked maps. Therefore assemblies
and assembly maps form a category Asm(A, A’), which turns out to be a full subcategory
of the realizability topos RT(A, A’). Tt is a large category because there is an embedding
V : Set — Asm(A, A’) which maps a set X to the assembly VX = (X, IFyx) whose underlying
set is |[VX| = X and the realizability relation is trivial: r lFyx « holds for all r € A.

Example 3.1. The assembly N = (N,IFy) of natural numbers has numerals as realizers,
i.e., each n € N is realized by the corresponding numeral 7. This can be contrasted with the
assembly VN in which every realizer realizes every number. Consequently, while the identity
id : N — N is realized as an assembly map N — VN, for instance by k, every assembly map
f: VN — N in the opposite direction is constant.

Example 3.2. The category of assemblies is cartesian closed. The product of S and T' is
the assembly S x T given by

|S x T| =S| x |T|
rlFsxr (z,y) <= fstrlkg x and snd-r k7 y.
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Projections and pairing are realized respectively by fst, snd, and pair. The exponential
assembly T by

75 ={f:|S| = |T||3IreA.Vze|S|.VsecA.slFsgz=rslkp f(x)}
rikps f <= Ve e |S]|.Vse€A.slkgx=rslkr f(x),

where it should be noted that it contains maps realized by the elements of A, not A’.
Evaluation and currying are realized respectively by [a](fst-a)-(snd-a) and [a][b][c]a- (b, c).

3.2. The realizability logic. In order to unravel the realizability interpretation of instance
reducibilities, we first need an explicit description of realizability logic. Throughout we work
with a pca A and an elementary sub-pca A’ C A.

The realizability logic is embodied by realizability predicates. A realizability predicate
on an assembly S is a map ¢ : |S| — P(A). The set Pred(S) = P(A)S! of all such predicates
forms a Heyting prealgebra with the preorder relation <g defined by

¢ <gs 1 <= thereis r € A’ such that for all z € |S] and s € A,
if slFg x and ¢t € ¢(x) then r-s-t € ¥(x).

If we think of the elements of ¢(x) as computational witnesses, then ¢ <g 1 holds when
witnesses of ¢(x), together with witnesses of z, may be mapped to witnesses of ¢(x) using a
realizer from A’. It is customary to write r |- ¢(z) instead of r € ¢(z), and read it as “r
realizes ¢(z)”.

The Heyting prealgebra structure on Pred(S) is as follows, where ¢,v¢ € Pred(S5),
x €S|, and r € A:

(1) r IF L(z) never,

(2) rIF T(x) always,

(3) Ik (¢ AN)(z) when fst-r I ¢(z) and snd-r I (z),

(4) r - (¢ V9)(x) when either £st-r = 0 and snd-r I ¢(z), or £st-r = 1 and snd-r I ¥ (z),
(5) Ik (¢ = ¢)(z) when for all p € A, if pIF ¢(x) then rp IF ¥(z).

These clauses say, for example, that L (z) =0, T(x) = A, and that implication is given by
(p=v)(x)={reA|VpeA.peg(x)=rplArpei(x)}

Taking into account that —¢ is an abbreviation for ¢ = 1, we may calculate that —¢ and
——¢ are characterized by

(6) 7 IF (—¢)(x) when there is no s € A such that s |- ¢(z), and
(7) 7 Ik (==¢)(x) when there is s € A such that s IF ¢(x).

(The connoisseurs can note that the representation of predicates given here is equivalent
to the strict extensional predicates [vOO08, §2.2] because extensionality is automatic for
assemblies and we ensure strictness by passing to r a realizer s kg x.)

Given a two-place realizability predicate p € Pred(S x T'), we define realizability
predicates Vgp € Pred(T) and 3gp € Pred(T):

(8) rIF (Vsp)(y) when for all s, ¢, z, if slkg x and t IFp y then r-s-t - p(x, y),
(9) rIF (3sp)(y) when for all ¢, if ¢ IFp y then there is x € |S| such that fst-(rt) kg = and
snd-(r-t) IF p(z,y).
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We prefer to write Vz:S'. p(x, y) and 3z:5 . p(x, y) instead of (Vsp)(y) and (sp)(y). Quantifi-
cation of an (n+1)-place predicate ¢ € Pred(S x T} x ---T,) is carried out as a quantification
of an equivalent two-place predicate on S x T where T'=T; x --- x T,,. As a special case
n = 0 we get quantification of a unary predicate ¢ € Pred(S):

(10) 7 IF Va:S . ¢(x) when for all s, z, if s kg = then r-s IF ¢(z),
(11) 7 IF 3z:S . ¢(x) when there is x € |S| such that fst-r kg z and snd-r IF ¢(x).

Finally, equality on S is the realizability relation =g : |S| x |S| — P(A) characterized by
(12) 7 Ik z =g y when z = y.

The Heyting prealgebra structure, together with quantifiers and equality given above,
comprises the realizability interpretation of first-order logic with equality, which is intu-

itionistically sound in the sense that an intuitionistically provable statement has a realizer
in A

3.3. Instance degrees in assemblies. Every instance degree in a realizability topos
already appears as an instance degree on an assembly, thanks to Proposition 2.7 and the
following observation.

Proposition 3.3. The partitioned assemblies are (internally) projective in RT(A,A’), and
every object of the topos is covered by a partitioned assembly.

Proof. The proof of [vO08, Prop. 3.2.7] for the effective topos adapts to any relative
realizability topos. []

We thus lose nothing by narrowing attention from the realizability topos to the sub-
category of assemblies. Given realizability predicates ¢ € Pred(S) and ¢ € Pred(T) on
assemblies S and T, let us unfold the realizability interpretation of ¢ <, ¢. A realizer r € A’
for

VoS . 3y:T . Y(y) = ¢(x)

operates as follows: for all s,z, if s IFg x then there is y € |T'| such that fst-(r-s) IFp y
and whenever p |- ¢ (y) then snd-(r-s)-p IF ¢(x). Such r can be equivalently represented by
01,05 € A satisfying: for all s, z, if s IFg z then ¢1-s IFp y for some y € |T| and whenever
p Ik (y) then fo-s-p IF ¢(z). Indeed, from r we obtain ¢1 = [a]fst:(r-a) and ¢3 = [a]snd-(r-a),
whereas from ¢; and ¢35 we reconstruct r = [a](¢1-a, f2-a). We have established the following
description of instance reducibility in assemblies.

Proposition 3.4. A realizability predicate ¢ € Pred(S) is instance reducible to 1 € Pred(T")
when there exist {1,y € A’ such that, for all s € A and x € |S|, if s kg x then there is
y € |T| such that £1-s |k y, and for all p, if p - (y) then ly-s-p - ¢(x).

The preceding proposition may be used to translate the constructive statements of
section 2 to any realizability model. To familiarize ourselves with instance degrees in
assemblies, we illustrate the method on several examples.

Because the subobject classifier €2 is not an assembly, the degree of Excluded middle
is not directly represented by a realizability predicate on an assembly. However, we may
lift Excluded middle along the cover V(P(A)) —  and calculate it to be the realizability
predicate LEM € Pred(V(P(A))) given by

LEM(0) = {(m,r) | (n=1AT€0)V (n=0A0 = 0)}.
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Thus LEM(0) = {(0,r) | » € A}, while for 6 # 0 we have LEM() = {(I,r) | r € 6}. Next we
characterize the -—-dense realizability predicates.

Proposition 3.5. A realizability predicate ¢ € Pred(S) is =—-dense if, and only if, ¢(x) # ()
for all x € |5].

Proof. Suppose r IF Vz:S.——=¢(z) and consider any = € |S|. There is s € A such that
s IFg @, hence s |- ==¢(z) and so ¢(z) # 0. Conversely, if ¢(z) # 0 for all x € |S|, then
——¢(x) = A for all x € |S|, therefore [a]a IF Vx:S . ~—¢(x). []

The characterization of ——-dense degrees from Proposition 2.15 transfers as follows.

Proposition 3.6. A realizability predicate ¢ € Pred(S) is instance reducible to LEM, if and
only if, ¢(z) # 0 for all z € |S|.

Proof. Suppose {1,l5 € A’ realize the reduction ¢ <; LEM, and consider any z € |S|. There
is r € A such that r IFg x, hence there is 6 € P(A) such that ly-r-p € ¢(x) for all p € LEM(0).
Now ¢(x) # ) because LEM(0) = ().

Conversely, suppose ¢(x) # ) for all x € |S|. We claim that ¢; = k-k and ¢; = k-snd
realize ¢ < LEM. For suppose x € |S| and r IFg . Then LEM(¢(z)) = {(1,p) | p € ¢(z)}
because ¢(z) # () and consequently fo-s-(1,p) = p € ¢(x), as required. ]

Let us unravel the Heyting implication ¢ 1 v of realizability predicates ¢ € Pred(S5)
and ¢ € Pred(T). The underlying assembly S 1 T is defined by

S 3T ={(r,0) € AxP(A) | rIFVz:S.3y:T . ¢(y) = ¢(x) V 6},
slksor (r,0) <= s=r

and the predicate (¢ O ¢) : (S 3 T) — P(A) by (¢ 3 ¢)(r,0) = 6. This is hardly an
illuminating description. Hopefully, in the future there will be a better one, as well as some
interesting applications of Heyting implication of instance degrees.

Suprema and infima of families of realizability predicates must be computed with proper
attention to realizers. A family of assemblies (S;);.; indexed by an assembly I is just an
assignment of an assembly S; to each index i € |I|. Similarly, a family of realizability
predicates ¢; € Pred(S;) indexed by I assigns a map ¢; : |S;| — P(A) to each i € |I|. The
supremum of such a family is the realizability predicate | ¢ : [[S — P(A), where

1S ={(i,z) |ie|l|nze S},
rlFs (4,2) <= fstr ;i and sndr kg 2,
is the coproduct of the family, and | |¢ is defined by (| |¢)(i,x) = ¢i(z). The point here is

that by using the coproduct [ S, an instance reduction from the supremum receives not
only a realizer x € |.S;| but also one for i € |I].

3.4. Extended Weihrauch degrees. Because the category of assemblies is large, the
instance degrees form a proper class. Here is an equivalent description of instance degrees
which forms a set-sized preorder.

Definition 3.7. An extended Weihrauch predicate is a map f : A — P(P(A)). Its
support is the set ||f|| ={r € A| f(r) # 0}. We say that f: A — P(P(A)) is Weihrauch
reducible to g : A — P(P(A)), written f <w g, when there exist ¢1, ¢ € A" such that for
all 7 € || f|I:
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(1) 41-r) and 417 € ||g]l,
(2) for every 6 € f(r) there is £ € g(¢1-r) such that ly-r IF & = 6.

(Recall from section 3 that -1 IF & = 6 means: if s € £ then fo-r-s] and ly-r-s € 6.)

Condition (2) above may look unusual to readers who are already familiar with Weihrauch
reducibilities, for it looks as if the dependence between f and g is reversed. This is not
the case, however, since fs - 1 still reduces £ € g(¢1 - r) to 6 € f(r). Also, the first part of
the condition, stating that every 6 € f(r) has some & € g(¢ - r), imposes no computability
condition on how £ is to be found — it just has to exist — which is precisely the novelty
introduced by the extended degrees. It may help to note that the embedding of ordinary
Weihrauch degrees into the extended ones, see Proposition 3.9 below, embeds an ordinary
degree in such a way that f(r) and g(¢; - r) are singletons, which collapses the first part
of (2) so that we are left just with the familiar condition.

Weihrauch reductions evidently form a preorder, therefore its symmetrization = forms
an equivalence relation, whose classes we call extended Weihrauch degrees.

Proposition 3.8. Weihrauch reductions and instance reductions in Asm(A, A") are equiva-
lent preorders.

Proof. In one direction the equivalence maps a realizability predicate ¢ € Pred(S) to the
extended Weihrauch predicate f(, gy : A — P(P(A)) given by

f4,5)(r) = {0 € P(A) | there is x € |S| such that 7 -5 z and 0 = ¢(x)}.

Let us verify that f is monotone. If 41, ¢y € A" witness (¢, .S) <, (¢, T), as in Proposition 3.4,
then they witness f(4 ¢y <w f(y ) too. First, if r € [[f4 )|l then r IFg x for some x € |S],
hence there is y € |T'| such that ¢1-r I-7 y, from which we conclude ¢1-7 € ||f(, 7)l|. Second,
for any 6 € (4 ¢)(r) there is z € |S] such that 7 I-g 2 and 6 = ¢(x), so we may take { = ¥(y)
to satisfy o1 IF &€ = 6.

In the opposite direction the equivalence takes an extended Weihrauch predicate f :
A — P(P(A)) to the realizability predicate ¢ € Pred(Ss) where

IS¢l =A{(r,0) € AxP(A) |0 € f(r)},
slkg, (r,0) <= s=r,
d¢(r,0) =0.

Again, we must establish monotonicity of (@, S). If £1, fs € A’ witness f <y ¢ then they also
witness (@r,Sy) <i (@g, Sy). First, if s l-g, (r,0) then s = r and 6 € f(r), therefore r € | f||
and ¢1-r € ||g||. Second, there is § € g(¢1-r) such that ly-r IF £ = 6, hence (¢1-1,&) € [S,]
and if p € & then fo-r-p € 0, as required.

It remains to be checked that f and (¢, S) form an equivalence. Unfolding of definitions
reveals that f(g 4,y = f for all f: A — P(P(A)). To see that (¢, s, St ) = (¢, 5) for
any ¢ € Pred(S5), observe that

St,.5)| = {(r,0) € Ax P(A) | there is z € |S] such that r I-g 2 and § = ¢(2)},

s “_Sf(qb,S) (r,f) <= s=r.

Now it is clear that both (¢f, o ,Sg,, 5)) <1 (¢,5) and (¢, 5) < (d5, 5, S, 5)) are realized
by ¢1 = [a]a and {3 = [a][b]b. []
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Various properties of realizability predicates may be transferred to extended Weihrauch
degrees via the equivalence given in the proof of Proposition 3.8. For example, if ¢ C .S is a
realizability predicate on a modest assembly then the corresponding extended Weihrauch
degree f(4 o) satisfies

£ (1) = {{qs(x)} if 7 kg @,

0 if r does not realize any = € |S].

Thus we define a modest extended Weihrauch predicate to be a map f: A — P(P(A))
such that f(r) has at most one element for every r € A. In a similar fashion the characteri-

zation of ——-density given in Proposition 3.5 prompts us to define a =—-dense extended
Weihrauch predicate to be a map f : A — P(P(A)) such that § # 0 for all » € A and

0 e f(r).

3.5. Weihrauch degrees as a sublattice of instance degrees. Weihrauch degrees [BG11]
are defined in the context of Type 2 computability [Wei00]. We first generalize them in a
straightforward manner to any pca A with an elementary sub-pca A’ C A.

An (ordinary) Weihrauch predicate is a relation U C A x A, whose support is
UIl={reA|3secA.(r,s) € U}. By writing U[r] = {s € A | (r,s) € U} we construe U
as a multi-valued map from ||U|| to A. A Weihrauch reduction U <,, V from V C A x A
is given by ¢, ¢ € A’ such that, for all r € |U]],

(1) 41-r) and ¢1r € ||V||, and

(2) for all s € V[¢1-r] we have ly-r-s| and ly-r-s € U[r].

Once again, <,, is a preorder whose symmetrization =,, is an equivalence relation. Its classes
are the (ordinary) Weihrauch degrees.

Proposition 3.9. Ordinary Weihrauch reductions form a preorder that is equivalent to
extended Weihrauch reductions on the ~—-dense modest extended Weihrauch predicates.

Proof. To each Weihrauch predicate U C A x A we associate the extended Weihrauch
predicate U : A — P(P(A)), defined by

ﬁm:FWMiweww

0 otherwise.

It is clear that U is both ——-dense and modest. The assignment is monotone, for if U <,, V'
is witnessed by /1, /5 € A’ then U <w V is witnessed by ¢1 and ¢ as well.

For the opposite direction, suppose ¢ : A — P(P(A)) is an extended Weihrauch predicate
which is —=—-dense and modest, so that there is a unique map w : ||¢|| — P(A)\ {0} such that
¢(r) = {u(r)} for all r € ||¢]|. Let Uy € A x A be the Weihrauch predicate characterized by
1Ugll = 191l and Uslr] = u(r), i,

Up={(r,s) e Ax A3 € p(r).seb}

Once again it is easy to see that if £1,fy € A’ witness ¢ <w % then they also witness
Us <w Uy. The maps U + U and ¢ — Uy are monotone and inverses of each other,
therefore they constitute an equivalence of preorders. ]
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4. EXAMPLES

We make a cursory exploration of the structure of instance degrees in realizability models
by way of several examples, and leave a more serious analysis for a future time.

4.1. Non-trivial non-——-degrees. When A’ = A the only degree which is not ——-dense is
the top degree. Indeed, if ¢ € Pred(S) is not ——-dense then ¢(a) = @) for some a € |S|, and
there is r € A such that r IFg a. Crucially, » € A" allows us to use (r,k) € A" as a realizer
for the statement Jz:S.—¢(x), which claims that ¢ has a counter-example. Therefore ¢
represents the top degree. The same trick does not work when A’ # A, for we have no
guarantee that there is r € A’ such that r I-g a.

The previous observation inspires the following example. Recall from Example 3.1 and
Example 3.2 that the exponential assembly NV = F = (|F|,IFF) is the set of functions
N — N that are realized by elements of A:

|IF|={f:N—=N|IreA.VneN.rn= f(n)},
rlFp f <= VneN.ra = f(n).

Let ¢ be a standard enumeration of partial computable maps, and define the realizability
predicate CT € Pred(F') by

CT(f)={meAlf=pn}
Here CT stands for “Church’s thesis” because the realizers of CT(f) are numerals 7 witnessing

Turing-computability of f. Construed as an extended Weihrauch predicate, CT is the map
CT: A — P(P(A)) defined by

CT(r) = {{me A|VkeN.rk=¢pn(k)}} ifrkisanumeral for all k € N,
S0 otherwise.

The formula Vf:F'.CT(f), which can be read as “all functions are computable”, is realized
by s € A’ such that if r kg f then s-r = m and f = ¢, for some m € N. Whether such
a realizer exists depends on the choice of A’ and A. For example, in the effective topos
A’ = A = N and we may simply take s = [a]a. In contrast, in Kleene-Vesley realizability CT
is an interesting representative of a degree that does not arise as an ordinary Weihrauch
degree. Indeed it is not ——-dense because CT(h) = () for non-computable h : N — N, but at
the same time Jh:F' . —CT(h) has no computable realizers.

4.2. Embedding of truth values. Let us reformulate the embeddings of the subobject
classifier into instance degrees from subsection 2.6 as extended Weihrauch degrees. A short
calculation reveals that the embedding from Proposition 2.10 takes a realizability truth
value 6 € P(A) to the (ordinary) Weihrauch predicate Ty : A — P(P(A)), defined by

Tor) = {{A} if r €0,

0 otherwise.

It is easily seen that Ty <w T¢ holds precisely when there is £ € A’ such that ¢ I+ 6 = 1, which
reaffirms monotonicity of the embedding with respect to =. In Kleene-Vesley realizability
0 — Tpy is just the familiar embedding of the Medvedev lattice into Weihrauch degrees.
The embedding from Proposition 2.11 takes § € P(A) to the modest extended Weihrauch
predicate 6* : A — P(P(A)), defined by 0*(r) = {6}, which in Kleene-Vesley realizability
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provides an anti-monotone semilattice embedding of the Medvedev lattice into extended
Weihrauch degrees. It almost maps into ordinary Weihrauch degrees, as only (*(r) = {0}
fails to be ——-dense.

4.3. Reductions to and from non-modest degrees. The degrees from subsection 4.1
and subsection 4.2 are all modest, so one may wonder whether the non-modest degrees are
of any use. We show examples that convey how non-modest degrees allow us to control an
aspect of reductions that one might refer to as uniformity.

A map ¢ : N — P(A) may be seen either as a realizability predicate on the modest
assembly N of natural numbers, as defined above, or on the non-modest assembly VN. Now,
assuming we have another such map ¢ : N — P(A), there are four possibilities:

(1) (¢,N) <i (¢, N) when there are £1,¢, € A’ such that, for every m € N, there is (a
unique) n € N with ¢;-m =7 and fly-m I ¢ (n) = ¢(m). This case is analogous to the
ordinary Weihrauch reductions.

(2) (¢, VN) < (¢, N) when there are fo € A" and n € N such that for all m € N we have
Uy I 1h(n) = ¢(m). This case is somewhat pathological, as it happens precisely when
Y= 1 or ¢ = T;.

(3) (¢, N) < (¢, VN) when there is a map f : N — N and ¢; € A’ such that for every
m € N we have o |- ¢ (f(m)) = ¢(m). This case is non-uniform in the sense that ¢;
is replaced by a map f that need not be realized. An additional example of this kind is
given below.

(4) (¢, VN) < (1, VN) when there is a map f : N — N and ¢5 € A’ such that for every
m € N Uy IF ¢(f(m)) = ¢(m). In contrast to the previous case, f5 must work for
every m without being given it as an input.

To summarize, a reduction ¢ <; ¥ from a modest ¢ to a non-modest 1) may be non-uniform

in the sense that it need not compute an instance of ¢ to which a given instance of ¢ reduces.

In the opposite direction, a reduction ¢ <; ¥ from a non-modest ¢ to a modest ¥ must be

uniform in the sense that all instances of ¢ are reduced to the same instance of .

The above examples illustrate just the most extreme possibilities. We may calibrate
the uniformity aspects of reductions by using assemblies that are neither modest nor in the

image of V.

Let us conclude with another example of reductions between modest and non-modest
degrees. This time we work directly with (extended) Weihrauch degrees in Kleene-Vesley
realizability. The principle of Weak Excluded Middle

Vp:Q.—pV ——p
is represented by the (non-modest) extended Weihrauch predicate WLEM : NN — P(P(NVY)),
WLEM(a) = {{0},{1}},

while the Limited principle of omniscience (1.1) is represented by the (modest) Weihrauch
predicate LPO : NN — P(P(NVY)),

{{0}} ifVn.a,=0
{{1}} if In.a, #0.

The reduction LPO <, WLEM is witnessed by computable maps ¢; : NN — NN and ¢, :
NN x {0,1} — {0, 1} such that, for every a € N\:

LPO(a) = {
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(a) £1(a) € NN, and
(b) for every 0 € LPO(«) there is £ € {{0}, {1}} such that ¢2(a,b) € 0 for all b € .
We may drop ¢; and simplify the two conditions to a single one:
(c) if Vn.ay, = 0 then fo(,0) = 0 and if In. oy, = 1 then lo(a, 1) = 1.
The map #¢2(a,b) = b clearly satisfies the condition, hence LPO <,y WLEM holds. Notice
how the non-modesty allowed us to avoid computing which of the two possibilities in (c)
happens.
How about the opposite reduction WLEM <,y LPO? It would be witnessed by com-
putable ¢; and ¢ such that, for all o € N
(i) ¢1(a) € NN, and
(ii) for every 0 € {{0},{1}} there is £ € LPO(¢1(c)) such that f2(c,b) € 0 for all b € €.
The second condition is contradictory, as it requires both ¢5(a, b) = 0 and f5(c, b) = 1. Thus
there is no such reduction.
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